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Abstract 

Relative depth information can be obtained using 
extremely f ine  vergence movements  (vergence micro- 
movements )  about the fization point with almost no 
computation and without knowledge of camera param- 
eters.  The  vergence micromovements  approach uses 
a continuous vergence angle control with simultane- 
ous computation of the local correspondence response 
of elements with the same relative posit ion in  the left 
and right images.  Af t e r  a complete micromovement 
cycle a dense relative depth m a p  of the object on the 
,field of view i s  computed. The  relative depth infor- 
mat ion i s  stable with respect t o  the angle of gaze f o r  
initial fixation point slightly f a r  from. the mid point of 
the interocular lane. Experimental results from phys- 
iology and psychophysics suggest that the approach i s  
biologically plausible. 

1 Introduction 

Relative depth information can be obtained with al- 
most no computation from a sequence of image pairs 
acquired during extremely fine vergence movements 
(vergence micromovements). The following procedure 
is done for every vergence angle step: for each imagc- 
point on the left image plane the “correspondence re- 
sponse” of this point and the imagepoint at the same 
relative position on the right image plane is stored. 
After a set of vergence micromovements (micromeve- 
ment cycle) each image-point has an associated corre- 
spondence response signal. Using the correspondence 
response signals, the relative depth of the 3D points 
inside the field of view where the correspondence re- 
sponse reach the highest level are computed. 

In the present work, for each image-point, instead 
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of storing the complete correspondence response sig- 
nal (one value for every vergence angle step) we store 
only the vergence angle step relative to  the highest 
correspondence response. After completing a micro- 
movement cycle we have a single vergence angle step 
for each image-point that did not show miscorrespon- 
dence (more than one high correspondence response 
peak). Thie matrix of these vergence angle steps is the 
relative depth map of the object in the field of view 
swept during that micromovement cycle. 

Note that there is no need to  know the camera ge- 
ometry, therefore the problem of finding parameters of 
camera calibration solving a set of non linear equations 
(registration problem) is avoided. The relative depth 
map is stable concerning different angles of gaze for a 
initial fixation point slightly far from the mid point of 
the interocular line (baseline). 

The micromovements approach [2] is functionally 
different from previous works in the stereo vision area 
in the sense that we use vergence micromovements to  
nullify the disparity between the left and right visual 
stimulus a t  the same image locus. 

2 The stereo vision system 

The two-camera model with non zero angle of gaze 
Y assumes that the principal optical axes intersect a t  
the fixation point and that both X-axes of the two 
cameras a.nd the fixation point lie on the same epipolar 
plane (see figure 1). With this assumption, any cam- 
era torsion (about the axis connecting the lens center 
and the image plane center) may be considered to be 
zero. This model w.as introduced in [9] for the study of 
qualitative relative depth from binocular disparities. 

In this coordinate system the fixation point is the 
origin, the epipolar plane of the fixation point is the 
X - 2 plane and the line perpendicular to  this plane 
and passing through the origin is the Y-axis. On the 
epipolar plane (X - 2 plane) the optical axes intersect 
a t  the fixation point (origin) with an angle of vergence 
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2p. Let the Z-axis pass through the angle bisector of 
2p and the X-axis be perpendicular to  the Z-axis 
in the  X - 2 plane. For any point P = ( x , y , ~ ) ~  in 
the world coordinate system we define (Y as the angle 
of tilt of this point (the angle of its projection on the 
X - Z plane: a = arctan( :)). Let (21, y ~ )  and (Zr ,  yr) 
be the Cartesian coordinates of the projection of P on 
the left and right images respectively. 

(a) perspective view 

I 

\ 

(b) top view 

Figure 1: Stereo camera geometry 

A case previously studied in [3] is the stereo vi- 
sion system with symmetric fixation in the visual plane 
( v  = 0 in figure 1). According [3], we can define an 
“intersection” point in space where the left and right 
visual rays coming from image-points at the same rel- 
ative position on the left and right images (conjugate 
image-points: 21 = x, and yl = y,) almost intersect, 
i.e. have the same values of z and x coordinates and 
different values of y coordinate. Let us denote the 
value of y coordinate from the left visual ray equation 
as ylu and from the right visual ray equation as yru. 
The effect of the difference between this “intersection” 
point and the ideal intersection point (same 2, y and z 
coordinates) is negligible for object distances greater 
than ten baselines [3], i.e. yl, 

Note that the concept of “intersection point” has 
been introduced only to visualize how the correspon- 
dence response from conjugate image-points can be 
used to  acquire depth information. As we are analyz- 
ing the response of a correspondence operator whose 
inputs are the neighborhood of the two conjugate 
image-points, we can expect to have the highest re- 
sponse when the “intersection point” is over the sur- 
face of an object since both conjugate points should 
be acquiring the same image. 

Let us extend the concept of “intersection point” to 
all left, and right conjugate image-points of our image 
sensors devices. The shape of the surface formed by 

yru. 

the “intersection points” relative to  all these conju- 
gate points, henceforth called “intersections surface”, 
is shown in figure 2.a. Figure 2.b shows the set of in- 
tersections surfaces for different vergence angles. We 
can imagine this set of surfaces as a volume in space, 
henceforth called “intersections volume”. 

(a) (b) 
Figure 2: (a) Intersections surface for a given vergence 
angle step, (b) Inteisections volume 

The study described in [3] is now extended to  the 
more general case of a system with non zero angle of 
gaze. For the angles ‘PI and 9, defined in figure 1.b 
and from [9] we can deduce the following equation for 
any “intersection point” (same values of z and x coor- 
dinates and different values of y coordinate) in space: 

Assuming that the “intersection point” is close 
enough to  the ideal intersection point (yur w yur) 
we can apply ( 1) to estimate the shape and direc- 
tion of the “intersections surface” containing the en- 
tire set of intersection points derived from all conju- 
gate image-points. Therefore, since for each conjugate 
image-points 21 = 2, and YJ = y,, from ( 1) we get 
sin(cp,) = sin(p1). 

Additionally, from figure l.b, we get: 

Substituting the above values of ‘PI and cp, in 
sin(cp,) R sin(cp1) and expanding, we get sin(a) x 
- sin(a) (since p # 0). This expression is valid for 
small values of (Y. The conclusion that cy (tilt) must 
be nearly zero for any “intersection point” in space is 
that its t coordinate must also be nearly zero since 
a = arctan($) (see figure 1.b). In other words, the 
relative depth of this point with respect to  the origin 
(fixation point) is nearly zero. Therefore the intersec- 
tions surface containing the “intersections” from all 
conjugate points ( 21 = x, and yl = yr) is nearly the 
X - Y plane. 
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In order to  have a relative depth independent of the 
angle of gaze, the angle 6 between the Z-axis and the 
line connecting the fixation point and the mid point of 
the baseline should be zero. We will demonstrate that 
6 is near zero under certain conditions. The analysis 
is done considering the object distance as a multiple 
of the baseline (d,aj = kbb). Let us develop the ex- 
pression for 6 using the sine and cosine theorems and 
the geometry shown in figure 1.b for a positive angle 
of gaze v ,  

( 1 /2) cos v 
6 = arcsin( 1- J k t  + ( 1/2)2 - kb sin v 

1 (2) 
(1/2) cos U 

arcsin( dki + (1/2)’ + kb sin v 

Thus, for an object distance do)] great enough so 
that ka >> sinv,  we obtain the relative depth map of 
the object in the field of view independent of the angle 
of gaze (since 6 is very small). Values of kb greater 
than ten satisfies the previous condition and minimizes 
the effect of the difference between the “intersection 
point” and the ideal intersection [3] 

We have done the analysis of the shape and di- 
rection of the intersections surface for a single value 
of vergence angle 2p. The same analysis can be ex- 
panded to continuous change on the vergence angle. 

3 Continuous vergence angle control 

The concepts of “intersection” points and intersec- 
tions surface previously introduced for a single ver- 
gence angle 2 p  is extended for the multiple vergence 
angle case. The main idea is that a continuous ver- 
gence angle change is done about the initial fixation 
point producing what we call a complete vergence mi- 
cromovement cycle. Therefore the analysis now is con- 
ducted for a number of vergence angles 2p, about the 
fization point in the visual plane, described by the fol- 
lowing expression: 

where ci is a small camera vergence angle step (pos- 
itive or negative) that describes the micromovement 
about the fixation point. The set of pi about a given 
fixation point determines a complete vergence micro- 
movement  cycle. 

The resulting set of intersections surfaces, one for 
each vergence angle, follows the main scheme shown 
in figure 2.b for a stereo vision system with symmet- 
ric fixation (zero angle of gaze). In the case of non 

veqence ,angle 
8tws : 

bject 

-. 

angle of intersections volume 

&e 
Figure 3: Object being swept 

zero angle of gaze these almost planar surfaces are 
parallels to the X - Yplane therefore they move in 
the Z-axis direction as the vergence micromovement 
is performed. As we mentioned before, we can imag- 
ine this set of planar surfaces as a volume in space 
where the intersections points will change their posi- 
tions during a complete micromovement cycle (figure 
3). Each intersection point in space for a given ver- 
gence angle moves to  another position on the adjacent 
intersections surface of the next vergence angle. In 
other words, every intersection point moves in space 
along an imaginary line almost on the game direction 
as the 2 - azis but centered on the intersection posi- 
tion determined for the initial fixation point. 

The resulting effect of this movement is that any 
object in space inside the intersections volume will be 
swept in depth by the intersections during a complete 
micromovement cycle (figure 3). According to  the mi- 
cromovernent approach [2], any object inside this vol- 
ume can have its depth measurements determined by 
the response of a local correspondence operator to  the 
continuous vergence angle control. The inputs to  this 
operator are the left and right image neighborhoods 
centered on the conjugate image-points. I t  is accept- 
able to  use a local correspondence operator since we 
assumed that do*, is greater than ten baselines (see 
previous section). 

In order to  illustrate the dynamic process behind 
the micromovement approach, let us analyze the corre- 
spondence response for different vergence angles. Fig- 
ure 4 shows the correspondence response relative to  
the same conjugate image-points for different vergence 
angles. As mentioned previously the highest corre- 
spondence response occurs when the intersection point 
pass over the surface of the object, since both im- 
age neighborhoods around the conjugate image-points 
should be of the same part of the object. Therefore, 
the relative depth for that conjugate image-points is 
the vergence angle where the highest correspondence 
peak is detected. 
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Figure 4: Correspondence response 

It is important to emphasize that the relative depth 
information between adjacent intersections surfaces is 
maintained since the vergence micromovements shift 
the surfaces on the Z-axis direction (depth direction). 
The resulting effect after a complete micromovement 
cycle is a dense relative depth map of the object in the 
field of view inside the intersections volume, 

4 Biological support 

The following discussion of eye-movements accord- 
ing to physiological and psychophysical experiments 
is offered as a working hypothesis, useful for the un- 
derstanding the role of the micromovements on rela- 
tive depth perception. Physiological results [5,1] show 
that the human eye performs fine movements during 
the process of fixation on a single point, which are 
collectively called physiological nystagmus. Physiolog- 
ical nystagmus is composed of three different kinds 
of movements: (1) high-frequency tremor, (2) slow 
drifts, and (3) rapid binocular picks. The drift and 
flick movements occur in opposing directions and pro- 
duce convergence/divergence waves of the eyes on a 
similar way as the micromovements studied in previ- 
ous sections. 

Assuming the vergence micromovements mecha- 
nism as the basis of the relative depth perception, 
i t  is easy to understand the phenomena of stereoacu- 
i ty  (depth or stereoscopic acuity, stereopsis). As well 
described in [5, 81, it is almost incredible that most 
observers under normal conditions can discriminate a 
difference in depth (i.e. relative depth) correspond- 
ing to an angular dispari ty  (interocular disparity) of 
about 10 arc sec. The best values reported in the lit- 
erature have been obtained by the apparatus called 
the Howard-Dolman apparatus, devised by Howard in 
1919. The best observers achieve a 75% discrimina- 

tion level close to 2 arc-seconds in that experiment. 
The most incredible fact is that this disparity value 
is much smaller than the distance between the cones’ 
centers at the central part of the fovea (w 22 arc sec). 

We suggest that the high sensitivity t o  slight dis- 
parity can be explained by the correlation between rel- 
ative depth perception and the vergence micromove- 
ments and not by the capacity of the human visual 
system to spatially detect disparity on the retinas. 
Therefore the idea of an angular disparity that  can be 
detected spatially by the visual system is substituted 
by a local approach where the human visual system de- 
termines the relatiye depth values by the highest peak 
of correspondence response during a complete micro- 
movement cycle. The highest peak of correspondence 
occurs when there is no spatial disparity between the 
left and right stimulus of elements with the same rel- 
ative position on both retinas, i.e., when the spatial 
disparity is cancelled for a given vergence angle. 

Another phenomenon that can be explained by the 
present approach is known in the literature [5]  as 
Panum’s fusional area: the range of interocular dis- 
parities within which objects viewed with both eyes 
on corresponding retinal regions appear single. This 
area is such that fusion occurs, only one dot is seen, 
when two points that are perceived in different eyes 
fall closer together in the combined view. Note that 
these two points can be seen through an uncrossed 
(left and right optic axis do not cross) or crossed dis- 
parity. The classical static limitsfor Panum’s area, the 
mean crossed to uncrossed range of horizontal dispari- 
ties, is reported as being 14 arc min. The experiments 
described in [4] support the existence of binocular fu- 
sion as a unique category of sensory performance, d i s  
confirming several pon fusional explanations of single 
vision. While the range of binocular disparities allow- 
ing fusion (Panum’s fusional horizontal diameter) is 
typically in the region of 14 arc min, stereoscopic rela- 
tive depth can be perceived from a disparity 500 times 
smaller. 

In the present approach, the phenomena of binocu- 
lar fusion and stereoscopic relative depth are assumed 
to be supported by the mechanism of vergence eye mi- 
cromovements about a fixation point. In this way, the 
fusion area dimension is determined by the range of 
a complete micromovement cycle. It is important to 
point out that  the classical value of the Panum’s fu- 
sional hortzonial radius (average of the crossed and un- 
crossed disparities), 7.0 arc min, coincides with the mi- 
cromovement range value described in [l]. Note that 
the Panum’s fusional horizontal radius must be com- 
pared to the total range of a monocular micromove- 
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ment reported in [l] to be coherent to both definitions. 
In the present analysis the vertical fusion radius is not 
considered since this radius follows the monocular spa- 
tial resolution limit of the retina [7]. As a conclusion, 
the "real" binocular fusion is assumed to occur only 
between cells adjacent on the horizontal axis of the 
retinas, and that  binocular vertical fusion is a result 
of the monocular fusion mechanism. 

Figure 5: Newspaper. (a) Object image, (b) Relative 
depth 

5 Experiments 

In order to  validate experimentally the relative 
depth strategy from vergence micromovements, the 
KTH head-eye system was used [6]. This stereo vision 
system has several step motors to control the vergence 
angle of both cameras, the angle of gaze, zoom, focus, 
size of the baseline and other positional motors. Both 
left and right frame grabbers are directly connected 
to a transputer board localized on the VME bus of 
a SUN-station. The set of experiments was done on 
the OCCAM environment of the transputer network 
in order to improve the time performance. The best 
time performance reached up to now was around 0.2 
seconds to compute the correspondence response for 
each pair of images of 200x200 pixels. The correspon- 
dence operator used is a simple difference operator. 
For each conjugate image-points, we have an operator 
window around it. We take the sum of the square of 
the difference between the left and right images for 
each pixel inside this operator window. 

The aim of these experiments is to demonstrate 
that relative depth information stable with respect to 
the angle of gaze can be obtained without to much 
computation and without the knowledge of the cam- 
era parameters. The initial set up is done for zero 
angle of gaze by choosing a value for the focal length 
(zoom) and adjusting the focus and the initial fixa- 
tion point over the central part of the object surface. 
Every time we change the angle of gaze the system 
is vergence adjusted in order to point the initial fixa- 
tion point and focus (rarely zoom) adjusted in order 
to keep the left and right image with similar height. 
This is done because a non zero angle of gaze puts one 
camera farther from the object than another conse- 
quently the image becomes bigger in one camera than 
another. 

For each angle of gaze, a program makes the sweep- 
ing of the object by changing the vergence angle be- 
tween the initial vergence angle and a final vergence 
angle determined by the number of vergence steps 
specified. For each vergence step the program acquires 

the left and right images and computes the correspon- 
dence response. The maximum peak of correspon- 
dence for every conjugate imagepoints acquired up 
till this time is stored on the relative depth map. 

The following parameters are common in both ex- 
periments: b = 200 mm, doh, = 12b, work window of 
200x200 pixels, operator size of 21x21 pixels and the 
camera vergence angle resolution of 26 arc sec. 

(a) osbject image (b) U = 0" 

I - - -  

I 
(c) U = -30" (d) v = +30° 

Figure 6: Box-book. (a) Object image; (b), (c), (d) 
Relative depth for different angles of gaze 

The first experiment uses a newspaper as the ob- 
ject under symmetric fixation (figure 5) .  This experi- 
ment was done to demonstrate that the vergence mi- 
cromovernent approach works properly when the angle 
of gaze is equal to zero. 

Our second experiment was done using as the object 
one box (left side of the object) in front of an inclined 
book, with respect to the head-eye system. The box 
and book: are over a platform. In figure 6.a the ob- 
ject image acquired for every highest correspondence 
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peak computed is shown. I t  is important to point out 
that the image shown is not the simple grey image 
acquired from the left or right camera at a given ver- 
gence angle, but it is the grey level acquired for each 
pixel a t  the vergence angle in which that canjugate 
pixel computed the highest correapondence response. 
Therefore the image shown in figure 6.a was composed 
during the micromovement cycle. The other items of 
figure 6 show the relative depth acquired after the mi- 
cromovement cycle. 

An analysis of the above experiment shows that 
the relative depth acquired is stable with respect to  
the angle of gaze. I.e., the dense relative depth map 
acquired as a direct application of the vergence mi- 
cromovement approach gives a robust primal repre- 
sentation of the shape of the object being visualized 
without the knowledge of the camera parameters. The 
only constraint is that the fixation point a t  the begin- 
ning of the micromovement cycle and the X-axes of 
both cameras must be at the same plane. 

I I 

Figure 7: Analog implementation 
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