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ABSTRACT

The Amazon Forest is one of the most important ecosystems in the world. The for-
est plays an important role in the global hydrological system. Deforestation affects
evapotranspiration, latent heat, river discharges and, consequently, the global cli-
mate. In this study, HadGEM2-ES Earth system model is used to investigate the
impact of the removal of the Amazon Forest on the storm tracks (STs) of the (HS) in
future climate. Firstly, the recent past climate simulated by HadGEM2-ES is com-
pared to that indicated by the Era-Interim reanalysis to evaluate the performance
of the model in representing the STs in the HS. Next, experiments with and with-
out the Amazon Forest under two future scenarios Representative Concentration
Pathways (RCP) are contrasted against controlled experiments to examine possible
future changes in STs. The HadGEM2-ES has the ability to simulate well the mid-
latitude storm tracks in the Southern Hemisphere (SH). However, the model tends
to represent the austral winter ST position with an equatorward bias and a zonal
bias in the spiral towards the pole. The main differences are found during the austral
winter and spring, with large track density biases over the Indian Ocean indicating
a poor representation of the ST in this specific region. This seems to be related to
two factors. First, the large negative genesis biases over South America, Antarctic
Peninsula and the Antarctic coast. Second, the model resolution and the representa-
tion of the Andes Mountains in South America. The model generally underestimates
the extratropical cyclone intensity, which in part is related to low spatial resolution.
The future projections show a consistent shift of the STs in the HS toward the pole,
and this is reduced when the Amazon Forest is removed. The storm track changes
under the RCP4.5 are larger than in the RCP8.5 scenario. In general, the changes
are strongly associated with the mean large-scale circulation, although the change
in the Amazon Forest is on a regional-scale. When the Amazon Forest is removed,
the temperature decreases over northern South America. There is also a decrease
in the total number of cyclones in the SH and a slight shift of cyclone intensity
distributions toward stronger storms.

Palavras-chave: Storm Track. Land Use Change. HadGEM2-ES. Climate Change.
Projections.
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IMPACTO DA REMOCAO DA FLORESTA AMAZONICA NAS
STORM TRACKS DO HEMISFERIO SUL NO CLIMA FUTURO

RESUMO

A Floresta Amazonica é um dos ecossistemas mais importantes do mundo. A floresta
desempenha um papel importante no sistema hidrologico global. O desmatamento
afeta a evapotranspiracao, o calor latente, as descargas dos rios e, consequentemente,
o clima global. Neste estudo, o modelo do sistema terrestre HadGEM2-ES é utili-
zado para investigar o impacto da remocao da Floresta Amazonica nas storm tracks
(STs) do (HS) no clima futuro. Primeiramente, o clima passado recente simulado
pelo HadGEM2-ES é comparado ao indicado pela reanalise Era-Interim para avaliar
o desempenho do modelo em representar as STs no HS. Em seguida, experimentos
com e sem a Floresta Amazonica, sob dois cenarios futuros Representative Con-
centration Pathways (RCP), sdo contrastados com experimentos controlados para
examinar possiveis mudangas futuras nas STs. O HadGEM2-ES tem a capacidade
de simular bem as STs nas latitudes médias no Hemisfério Sul. No entanto, o modelo
tende a representar a posicao dos ciclones durante o inverno austral com um viés
para o equador e apresenta um viés zonal na espiral em direcao ao pdlo. As prin-
cipais diferengas foram encontradas durante o inverno e a primavera austral, com
grandes vieses de densidade de trajetérias sobre o Oceano Indico, indicando uma
representacao pobre das STs nessa regiao especifica. Isso parece estar relacionado
a dois fatores. Primeiro, o grande viés negativo na génese sobre a América do Sul,
a Peninsula Antartica e a costa da Antartica. Em segundo lugar, a resolucdo do
modelo e a representagdo da Cordilheira dos Andes na América do Sul. O modelo
geralmente subestima a intensidade dos ciclones extratropicais, o que em parte esta
relacionado a baixa resolucao espacial. As projecoes futuras mostram um desvio
consistente das STs do HS em direcao ao polo, e isso é reduzido quando a Floresta
Amazodnica é removida. As mudangas nas STs sob o cenario RCP4.5 sdo maiores do
que as do RCP8&.5. Em geral, as mudangas estao fortemente associadas a circulagao
média em grande escala, embora a mudanca na Floresta Amazonica esteja em escala
regional. Quando a Floresta Amazonica é removida, a temperatura diminui no norte
da América do Sul. Ocorre, também, uma diminui¢ao no nimero total de ciclones no
HS e um leve deslocamento das distribui¢oes de intensidade de ciclones em dire¢ao
a tempestades mais fortes.

Keywords: Storm Tracks. Mudangas de Uso da Terra. HadGEM2-ES. Mudangas
Climaticas. Projecoes.
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1 INTRODUCTION

Extratropical cyclones play an important role in the transport of energy and mois-
ture from low latitudes to Polar Regions. They are synoptic scale! weather systems
of meteorological, climatic and socioeconomic importance. The preferred region for
these systems are the so called Storm Tracks, which according to Blackmon et al.
(1977) can be identified as the maximum kinetic energy and characterized by a
strong gradient of geopotential and meridional wind. Cyclones that constitute the
STs can lead to extreme weather in the middle latitudes, such as cold air outbreaks
(SPRENGER et al., 2013), extreme precipitation (SILVA DIAS et al., 2013) and intense
winds (PARISE et al., 2009). As the intensity of extreme weather has increased in
recent years (INTERGOVERNMENTAL PANEL ON CLIMATE CHANGE (IPCC), 2013),
improving our knowledge of STs presents an important challenge. Thus cyclones
and the STs have significant impacts on weather and climatic conditions at extrat-

ropical latitudes in both hemispheres.

For the Southern Hemisphere (SH) several previous studies such as Taljaard (1972),
Gan and Rao (1991), Berbery and Vera (1996), Sinclair (1997), Simmonds and Keay
(2000), Hoskins and Hodges (2005), Hodges et al. (2011) and others, using obser-
vational data and reanalyses, have found important storm track (ST) patterns and
links with the mean flow and large scale circulation. From a climate model perspec-
tive, while progress has been made in simulating the Northern Hemisphere (NH) ST
features (e.g. (CATTO et al., 2010; CATTO et al., 2011; ZAPPA et al., 2013b; CHANG,
2013)), few studies have explored the role of the STs in the SH (e.g. (BENGTSSON
et al., 2006)).

Previous studies, such as Hoskins et al. (1985), Hoskins and Valdes (1990), Ulbrich
et al. (2009), Catto et al. (2010), Catto et al. (2011), Hawcroft et al. (2017) and
others, have shown that latent heating plays an important role in the evolution
and deepening of some of the most damaging cyclones, modifying the potential
vorticity structure. Thus, a better representation of latent heating process (location
and magnitude) can help to understand how this important process can affect the life

cycle, the interaction with the mean flow and the location of extra-tropical cyclones.

Anthropogenic climate change is dependent on several factors that must be con-
sidered when investigating the impacts of climate change on the STs. Among these

factors, the level of emissions of greenhouse gases (GHG) and land use change are

IFrom several hundred kilometers to several thousand kilometers.



considered to be the most important (INTERGOVERNMENTAL PANEL ON CLIMATE
CHANGE (IPCC), 2013). Pioneering studies such as that of Charney et al. (1975)
have shown that the global climate is very sensitive to changes in the planetary
albedo, which is associated with land cover, atmospheric circulation and feedback
mechanisms. Changes in the planetary albedo have a strong impact on the radia-
tion budget and can heat or cool regions in the terrestrial surface. In this way, the
interaction between the surface and air above these regions may modify processes
important in the development of cyclones such as latent heat release and friction
which may lead to changes in the SH STs. In summary, it is important to understand
how cyclones and the STs will respond to anthropogenic climate change in order to

mitigate as much as possible any detrimental effects.

Recent studies that relate the effects of climate change into STs under different
climatic scenarios highlight the changes in the location of extratropical cyclones,
generally towards the poles, mainly due to the increase in mean temperature and
convective static stability, which may result in the expansion of the Hadley Cell
circulation (KORTY; SCHNEIDER, 2008; CEPPI; HARTMANN, 2013; ADAM et al., 2014;
LEVINE; SCHNEIDER, 2015; MBENGUE; SCHNEIDER, 2017). Thus, studies with a bet-
ter representation of atmospheric processes can also help to improve the knowledge
about the mechanisms that control the large scale interactions between tropical and
extratropical regions and the precipitation patterns, cyclones and the STs, and how

they might change.
1.1 Motivation

Extratropical cyclones modulates the weather and climate in the middle latitudes.
The most intense cyclones can cause large socioeconomic impacts through heavy

rain, flooding, thunderstorms, strong winds and cold temperatures.

The distribution and variability of this preferred region of extratropical cyclones,
the Storm Tracks, is a subject rarely explored in the literature over Southern Hemi-
sphere. Studies in this extensive region are important for a better understanding of
the possible impacts and influences of the ST on the precipitation regime during cur-
rent and future climate (TRENBERTH, 1991; SINCLAIR, 1995; VERA, 2003; HOSKINS;
HODGES, 2005; CAVALCANTT, 2009).

The ST are also important component of the general atmospheric circulation, trans-
porting heat and moisture between poles and tropical region. Investigate the past

and present climate with the newest reanalysis data sets is important for a better



understanding of the aspects of STs, such as structure, life cycle and the distribution
of variability in the current climate and how they also influences the atmosphere

and precipitation over South America.

According to last Intergovernmental Panel on Climate Change (INTERGOVERNMEN-
TAL PANEL ON CLIMATE CHANGE (IPCC), 2013) report, studies on the SH Storm
Track are currently lacking. Recently, analyze the possible impacts of ST on the
future climate has become feasible due to the higher spatial and temporal resolu-
tion of the models composing the latest dataset of climate projections, the Coupled
Model Intercomparison Project Phase 5 (CMIP5) (VUUREN et al., 2011). This new
data set includes land use cover changes that influence the climate system in many
ways, including direct land use change emissions, impacts on the hydrological cycle,
and changes in remaining vegetation stock (influencing the removal of CO, of the
atmosphere), planetary albedo and surface roughness. Therefore, given the impor-
tance of ST in climate regulation in South America, investigating the role of land use
cover changes in ST pattern in climate projections becomes important not only for
a better understanding of the possible impacts in two large interdisciplinary areas,
surface and atmosphere, but also to enable the creation of strategies for adaptation

and mitigation of natural disasters.
1.2 Aims

The aim of this thesis is perform a comprehensive study of the Storm Tracks over
the Southern Hemisphere and to investigate the impact on cyclones and the STs in
an idealized experiment, using the UK Met Office HadGEM2-ES coupled climate
model, that changes the land use change over the Amazon Forest. To this goal,
reanalysis data and numerical simulation results will be used to answer the key

science questions.

e How well does the HadGEM2-ES Coupled Model represent the Southern

Hemisphere Storm Tracks?
e What are the main factors that contribute to biases in the storm tracks?

e What are future Southern Hemisphere storm track changes are predicted
by HadGEM2-ES under two IPCC future climate change scenarios?

e How might Amazon land use cover change affect the storm track and cli-

mate over South America?



The thesis will be divided into two parts: an evaluation of the SH STs as simulated
by the HadGEM2-ES model for the current climate and the second part the deter-
mination of how the Amazon land use affects the STs and how they may change in

the future.
1.3 Structure of thesis

In Chapter 2 a literature review of the properties of cyclones, storm track behaviour
and climate change will be presented. The first section presents a literature review
of SH storm tracks and their main characteristics, such as baroclinic instability,
orography and others. The second section will review the response of SH storm
tracks to climate change scenarios and how the land use cover changes affects the
climate in a global and regional-scale. In the last section a brief overview is presented

of the methods used to analyze cyclones and STs found in the literature.

The numerical model, tools and methods used in this thesis are described in the
Chapter 3. In the first section a description of the HadGEM2 model in an earth
system configuration is given, followed by a description of the climate change ex-
periments with and the sensitivity experiments with and without Amazon Forest.
In the second section the gridded observational datasets are presented, followed by
a brief description of the statistics and analysis by season. In fourth section the cy-
clone tracking method used to analyse the cyclones in the simulations, TRACK, is
explained in details. TRACK will be used widely in this thesis to both identify and
track cyclones but also to produce statistics of their distribution and properties. Fi-
nally, the large-scale fields ans diagnostics used to assess the cyclones are presented

fifth section, being the regional-scale analyses described in last section.

The climatology and biases of SH extratropical cyclones and the large-scale fields in
the HadGEM2-ES model for the current climate are investigated in Chapter 4. The
aim of this chapter is to answer the first two science questions of the thesis which
are "How well does the HadGEM2-ES Coupled Model represent the Southern Hemi-
sphere Storm Tracks?" and "What are the main factors that contribute to biases in
the storm tracks?". In the first section, an overview of the SH storm track clima-
tology in ERA-Interim for winter, summer and the transition seasons is presented.
Second section, the biases in terms of storm track distributions, large-scale fields
and extratropical cyclones properties compared to the observational datasets are
investigated. Finally, in the last section a brief resume of the results are presented

and discussed.



The future projections of extratropical cyclones and large and regional-scale fields
as predicted by the HadGEM2-ES model and how these are affected by changes to
the Amazon land use are investigated in Chapter 5 with the aim of addressing the
science questions of "What are future Southern Hemisphere storm track changes are
predicted by HadGEM2-ES under two [PCC future climate change scenarios?" and
"How might Amazon land use cover change affect the storm track and climate over
South America?". This chapter is divided in four and each section has the following
structure. The future projected climate with and without Amazon Forest in terms
of the storm track distribution, large-scale fields, extratropical cyclones count distri-
bution and regional-scale are investigated under the Representative Concentration

Pathways designed for CMIP5 in an idealized experiment.

In the Chapter 6, an overview of the results are presented, followed by a summary
of the main conclusions of the thesis in addressing the science questions. Finally, a

sugestion of the future works are proposed.






2 LITERATURE REVIEW

In this chapter a brief literature review is presented. First, the main characteristics
of the cyclones and storm track are described in Section 3.4. Section 2.2 focuses on
the storm tracks under climate change observational evidence and future projected
climate, including a brief review of how the land use affects the atmosphere. Finally,

a review of the tracking methods is presented in Section 2.3.
2.1 Southern hemisphere Storm Tracks

In this thesis the term ’cyclone’ is defined as the extratropical cyclone at lower
levels (850hPa), while genesis and cyclogenesis refer to the initial stage of cyclone
development and lysis and cyclolysis refer to the dissipation phase. In addition, the
general distribution of extratropical cyclones is referred to as ’storm track’, and the

path of an individual extratropical cyclone is referred to as ’cyclone track’
2.1.1 Definition

Spectral analysis was a major advance for the understanding of atmosphere general
circulation, since it allowed to identify the variability of meteorological fields in
relation to a frequency spectrum. Sawyer (1970) investigated the variabilities of
geopotential height at 500hPa for periods of less than 10, in synoptic analyzes on the
North Atlantic and found a strong correlation between the regions of extratropical
cyclones and the maximum variability of the high frequencies. Blackmon (1976),
based on Sawyer (1970), studied nine winters over the Northern Hemisphere and
observed a correspondence between the position of the mean vorticity maxima and
the maximum geopotential height variance, both in filtered fields. Following the
previous study, Blackmon et al. (1977) investigated the geopotential height variance
distribution at 500hPa using bandpass filter and found maximums in large areas at

medium latitudes, calling them Storm Tracks.

The Storm Track is the region of preference for transient synoptic scale disturbances,
which is associated with the average position of maximum winds (jets) in high levels
in middle latitudes. This jet is characterized by the zonal component of the west
wind at higher levels of the troposphere, which increases with altitude due to south-
ern temperature gradients. The maximum wind flow is so called jet stream, which
separates the hot air from the tropics of the cold air from the poles. The analysis
of the ageostrophic component within the jet streams allows the identification of

preferred regions for formation of extratropical cyclones (HOLTON, 2004). Corre-



sponding to winds at high levels, relative vorticity is another variable widely used

in ST analysis, since it expresses the tendency of a quantity of fluid to spin.

Currently, two types of approach are common in ST studies. The first is the filter-
ing of frequency bands associated to synoptic systems as presented above, which is
based on simple statistics for a given frequency band (e.g. 2 - 6 days ) in an area
(SAWYER, 1970; BLACKMON, 1976; BLACKMON et al., 1977; WALLACE; BLACKMON,
1983; KONIG et al., 1993; BERBERY; VERA, 1996; CHANG; FU, 2002). The second is
the system tracking, a lagrangian approach, which identifies and tracks the system
over a given period of time, providing statistics of its distribution (e.g. cyclogene-
sis, cyclolysis, among others) (MURRAY; SIMMONDS, 1991; HODGES, 1994; HODGES,
1999; SINCLAIR, 1997; SIMMONDS et al., 2008; INATSU, 2009). There are also other
studies that use both approaches, such as Hoskins and Hodges (2002), Hoskins and
Hodges (2005).

2.1.2 Cyclone formation and intensification mechanisms

Early studies of synoptic scale transient disturbances are from the beginning of the
19th century, based on mathematical models that disregarded the vertical compo-
nent of the angular velocity and the vertical shear of the zonal flow. These transient
disturbances are perturbations characterized by the passage of cyclones (low pres-
sure) and anticyclones (high pressure) or by the propagation of baroclinic waves
between 4000 and 5000 km, in a period of up to 10 days and with an average size
of 200 to 2000 km (BLUESTEIN, 1993).

In the 1950s, Charney (1947) and later Eady (1949) solved the quasi-geostrophic
equations in different ways using approximations of the § plane and demonstrated
that the western winds are unstable in the middle latitudes because of the baroclin-
icity!. In the following decades, the 60s and 70s, ST studies were almost entirely
focused on the Northern Hemisphere due to a number of factors, including the ad-
vent of meteorological satellites, technological evolution of computers, and evolution
of mathematics and physics of numerical models for weather forecasting. Studies on
the dynamics of ST formation in the SH emerged in the 1980s and 1990s and can
be divided into three parts: baroclinic instability, downstream development and the

orography.

The main mechanism of ST formation is baroclinic instability, which occurs due to

lis a measure of fluid stratification. A baroclinic atmosphere is where the density depends on

the temperature and pressure (HOLTON, 2004).



an instability in the jet stream flow caused by the temperature difference between
the pole and the equator (HOLTON, 2004). The jets are located on a region where
polar cold air meets tropical hot air, called the polar frontal zone, and the vertical
wind shear occurs associated with the horizontal temperature gradient, generating
the jet streams. The relation between vertical wind shear and horizontal temperature
gradient is explained by the thermal wind balance. This theory states that the higher
the temperature gradient between pole and equator, the greater is the intensity of
the jet stream and the amplification of the baroclinic wave in the flow (HOSKINS;
VALDES, 1990).

The baroclinic wave develops due to the conversion of potential energy into kinetic
energy through the advection of cold air. This results in the decrease of the geopo-
tential height and intensifies the horizontal gradient of temperature and pressure,
causing the convergence within the low pressure and aiding the ascending movement
of the hot air and descending of the cold air (HOSKINS; VALDES, 1990; HOLTON,
2004). This movement characterizes a secondary circulation and plays a key role
in maintaining cyclones life cycle. Barry and Carleton (2001) point out that the
secondary circulation in baroclinic wave development is fundamental for conversion
of potential energy of the disturbance into kinetic energy. In addition, the authors
emphasize that for this conversion to be more efficient, there should be a disturbance
inclination with the height to the west, implying in the increase of potential energy
by the longitudinal advection of temperature. On the other hand, Lorenz (1955) has
shown that the latitudinal temperature gradient implies in the transport of sensible
heat from the poles to the equator and vice versa, converting potential energy of
the basic state to potential energy of the perturbation. Thus, when the cold air
is conveyed from the pole towards the equator there is a decrease of geopotential
height, and, in the opposite situation, an increase in geopotential height. Therefore,
baroclinic instability is one of the most important mechanisms not only for ST for-
mation but also for terrestrial climate regulation, because it tends to balance the

gradient between these regions of high temperature contrast.

Downstream development is another important mechanism for the formation of ST
on the SH. When a cyclone within a baroclinic wave is dissipating, it transfers
kinetic energy downstream this wave amplifying it, which favors the formation of a
new cyclone (CHANG, 1993; ORLANSKI; CHANG, 1993). Trenberth (1991) investigated
downstream development and observed that in the SH, different from the Northern
Hemisphere, the proportion of ocean is much larger than the continent and there

is greater influence of downstream development in baroclinic waves through the



transfer of kinetic energy downstream of the dissipating cyclone. Similar results

were also found in Loon (1965).

Berbery and Vera (1996) investigated ST during the winter season and concluded
that downstream development is very important for extratropical cyclones, because
influences their formation mainly alongside the subtropical jet where the baroclin-
icity has lower intensity. Subsequently, Chang and Yu (1999) concluded that down-
stream development is also important during austral summer and Rao et al. (2002)
have shown that it also has a significant contribution in the transition seasons (au-

tumn and spring).

In South America, the orography of the Andes Mountains directly influences the
atmospheric circulation and is another important mechanism for the STs. Gan and
Rao (1994), in a study about the influence of the Andes Mountains in synoptic
scale systems, observed that when the western flow crosses the mountains at the top
(when the air rises) the movement tends to be anticyclonic and at the bottom (when
the air descends) the movement tends to be cyclonic. The authors also observed a
strong correlation between the baroclinic disturbances of west and the stationary
wave formed by the movement of the descent of the mountain air that warms the
air, known as Thermal-orographic Low of the Northwest of Argentina (LNOA). In
a later study, Gan and Rao (1996) also showed that the orography of the Andes

Mountains has a favorable effect for cyclogenesis in SA.

The region of the Andes Mountains was also considered in other studies, such as
Seluchi (1995). The author suggests that the low-pressure centering in the east of
the mountains, associated with the advection of hot and humid northern air, and the
displacement in middle levels of the cyclonic disturbance favors the intensification
of the semi-stationary baroclinic zone east of northern of Argentina, Uruguay and
south of Brazil. Inatsu and Hoskins (2004) and Hoskins and Hodges (2005) highlight
the results obtained by Seluchi (1995) and also the importance of the low-level jet
at east of the mountains in the intensification of systems, because of the moisture
supply from the Amazon especially during the austral summer, which agrees with
Berbery and Barros (2002) and Cavalcanti (2009).

Next Section 2.2 several features related to dynamics formation and aspects such as
the variability, climatology and geography of ST in the Southern Hemisphere will
be addressed.
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2.1.3 Spatial distribution and characteristics

The SH storm tracks were earliest investigated by Taljaard (1972) in a comprehensive
study of their structure from the perspective of weather observations, however, this
study had similar results to those already known for the Northern Hemisphere. One
year later, using satellite imagery, Streten and Troup (1973) identified and tracked
vortices and cyclones subjectively, creating their own climatology. Further, Carleton
(1981) used a similar approach to study cyclonic activity during winter and identified

favorable regions for passage of these cyclones.

The study of Trenberth (1991) was important in terms of defining with detail the
Southern Hemisphere ST. Using analysis of zonal means of synoptic scale transient
systems and their components, the author verified the correlation between these
regions and the polar jet, which was associated with baroclinicity at lower levels. In
addition, the author pointed out important features that were previously unknown,
such as ST persistence throughout the year and low meridional variability during
the summer. The strong relation between jet position and the strongest intensity
in the South Indian Ocean and weaker in the Southern Pacific Ocean was another

important feature identified.

Berbery and Vera (1996) used ECMWEF reanalysis data to identify structure and
evolution of synoptic scale waves in mid-latitudes during the winter of 1983 and 1988.
The spatial distribution of jet streams showed maximum magnitude and higher
frequency of the ST in the Indian Ocean at 50°S and 30°S, which is associated
respectively to the polar and subtropical jets. For the Pacific Ocean, in the same
latitudes, there is a lower ST frequency, confirming the results of Trenberth (1991).
Furthermore, the evolution of synoptic scale wave packets showed lower amplitude

upstream low pressure centers and higher amplitude downstream.

Chang and Yu (1999) studied the variations and waves propagation in ST during
winter and austral summer between 1980 and 1993. They aimed to identify the
basic features of wave packets in both hemispheres with ECMWF reanalysis data.
In austral summer, the ST is zonally symmetric, located in the latitude range of
50°S and the systems follow the jet streams flow. On the other hand, in austral
winter, ST consists of a spiral around the poles, starting in Australia and ending in
New Zealand, which is similar to the observed by Berbery and Vera (1996).

Similar to Chang and Yu (1999), but with 19 years of NCEP/NCAR reanalysis data

focusing on autumn and spring, Rao et al. (2002) analyzed the standard deviation
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of the southern wind component for high troposphere in response to the change in
direction caused by the passage of synoptic scale transient systems. During autumn,
ST have higher frequency and intensity than in spring, besides pronounced fea-
tures in the high troposphere. Despite these differences, the preferential trajectory

of transient disturbances did not present significant changes for transition seasons.

Inatsu and Hoskins (2004) used the Hadley Center Atmospheric Model Version 3
(HadAM3) to investigate zonal asymmetry in ST during austral winter. The authors
found that zonal asymmetry in jet streams and the associated baroclinicity play a key
role in the seasonal variations of ST. In austral summer and autumn, the subtropical
jet is less intense and the ST of the Pacific Ocean is attached to the ST around the
pole. In winter and austral autumn, the subtropical jet intensifies and forks in high
levels in the region of greater intensity of the winds (nucleus), shifting the ST to
north during these seasons. This same result was also found by Gallego et al. (2005)

in his study about jets in the Southern Hemisphere.

In the same research line, Nakamura and Shimpo (2004) investigated the relation
between ST and high level jets using NCEP (R1) reanalysis data between 1979 and
1995. The authors have shown that regional and seasonal features are determined by
subtropical and polar jets. In winter, the polar jet is intense and vertically extensive,
and it is associated with a baroclinic zone near the surface, which favors the growth

of transient systems. Due to these factors, ST in HS are strongly correlated to jets.

Hoskins and Hodges (2005) studied in a new perspective the ST in the HS using 40
years of ECMWF reanalysis data, the ERA-40. ST asymmetry is greater during the
winter and almost nil in the summer, opposite of what is observed in the Northern
Hemisphere. Similar to the results of Rao et al. (2002), the transition seasons ST
similarity with those in preceding season was also found (autumn with summer and
spring with winter), as shown in Figure 2.1. Cyclogenesis during summer tends to
move eastward, contributing to the precipitation regime in the South and Southeast
regions of Brazil. In addition, at this time of year low pressure systems tend to move
in the northwest/southeast direction to southwest of the semi-permanent anticy-
clones, contributing to the convergence zones observed in the South Atlantic and
South Pacific. The authors emphasize that, in general, few differences were found
in relation to the previous studies so the general concept of ST in SH remained the

salne.
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Figure 2.1 - Upper-tropospheric seasonal cycle of the SH storm track.

5

— — —6.0x10 "

Track density (color) and mean intensity (line contour) for (a) DJF (summer), (b) MAM
(autumn), (c) JJA (winter), and (d) SON (spring). Track density is number density per
month per unit area.

SOURCE: From Hoskins and Hodges (2005).

Mendes et al. (2010) analyzed the cyclogenesis climatology at surface using
NCEP/NCAR reanalysis data between 1979 and 2003 and an objective method
of cyclone track. The preferred region of cyclone formation in south-eastern South
America observed by Gan (1992), Hoskins and Hodges (2005), and others, was also
documented in this study. In addition, the authors also observed a strong correlation
in this region between the propagation of baroclinic waves embedded in the west-
ern flow at high levels and the Andes Mountains, which contributes to the higher

frequency of cyclogenesis.
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Recent studies such as Bengtsson et al. (2006), Reboita et al. (2010a), Silva (2010),
Catto et al. (2010), Catto et al. (2011), Lee (2014), Catto (2016), Shaw et al. (2016),
Reboita et al. (2018), among others, investigated the cyclones and ST under a cli-
mate change perspective and found that the future position and intensity of storm

tracks depend on processes that alter temperature gradients.
2.2 Southern hemisphere storm tracks in climate change scenarios

2.2.1 Observational evidence of change in the storm tracks - Recent past

studies

Hartmann (2013) highlighted that may be direct observational evidence of change
in the storm tracks given that the average global temperature of the land and ocean
surface shows a mean warming of 0.85°C between 1880-2012, with around 0.72°C
during over the period 1951-2002. The ocean has experienced less warming than
land, with SST showing a warming trend between 0.68-0.72° (Hartmann (2013),
table 2.5). Depending on the dataset used, land temperatures show a warming trend
(two climatology periods) of 1.14 — 1.26° (Hartmann (2013), table 2.4).

The IPCC AR5 (IPCC WORKING GROUP 1 et al., 2013) concludes that “there is also
low confidence for a clear trend in storminess proxies over the last century due to
inconsistencies between studies or lack of long-term data in some parts of the world
(particularly in the SH)”. In Southern Hemisphere, the quality and consistency of
storm data vary, which also results in low confidence of large-scale changes in the

intensity of extreme winds and extratropical cyclones of the 1900s.

The observational datasets are divided into observational (in situ) data (observa-
tions of stations) and reanalysis data (assimilated data). In relation to in situ data,
measurement practices and instruments change/errors are the main source of er-
rors over the time. The reanalysis datasets have quality variations, including large
quality jumps when new observing systems (e.g. satellite data from 1979) are im-
plemented. Thus, any methods of identifying the ST cannot provide homogeneous
long-term information. Hodges et al. (2011) show that the newer reanalyses (e.g.
ERA-Interim, CFSR) are more similar than the older ones, including relevant im-
provements over southern hemisphere. The new generation of reanalyses (e.g. ERA
20th century (1900-2010)) are likely to homogenize timeseries, making possible long-

term analysis of STs.
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2.2.2 Future projections
2.2.2.1 An overview of climate modeling

Climate models are built from different points of view and different models should

be interpreted as complementary rather than incompatible.

There are two different ways to think and build a climate model, the complexity
and performance. Basically, in the complexity way the models are built to represent
very complex physical processes, complete and high resolution manner, and the most
likely outcomes are expected. On the other hand, in the performance way, simpler
and low resolution models are expected to quantify the uncertainties due to the
greater number of models that can be executed. Knutti (2010) argues that with a
larger number of models pushing the edges of what is plausible, less observational
data can restrict the likely range of simulation and eliminate extreme or improbable
values, while few models can lead to overconfidence if all are based on the same

assumptions.

Since the 1970s, climate models have become increasingly complex through the
evolution of computational power. The aim of this is to model in more detail (e.g.
atmosphere-ocean) and to capture more of the drivers and feedbacks of climate
change. The radiative balance between incoming shortwave solar radiation (SWR)
and outgoing longwave radiation (OLR) is influenced by global climate ’drivers’, as

shown in Figure 2.2, which are:

e Surface albedo is modified by changes in vegetation (e.g. natural death of
trees) or land surface properties (e.g.: desertification), snow /ice cover and
ocean colour. These changes are driven by natural seasonal and diurnal
changes, as well as human influence (e.g., land use/land cover changes)
(PIELKE et al., 2011);

e Human activity changes the emissions of gases and aerosols (e.g. fossil
fuel), which are involved in atmospheric chemical reactions, resulting in

modified O3 and aerosol amounts;

e O3 and aerosol particles absorb, scatter and reflect SWR, changing the
energy balance. Some aerosols act as cloud condensation nuclei modifying

the properties of cloud droplets and possibly affecting precipitation;
e Anthropogenic changes in GHGs (e.g., COy, CHy, NyO, O3, CFCs) and
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large aerosols modify the amount of outgoing LWR by absorbing outgoing
LWR and re-emitting less energy at a lower temperature;

e Cloud interactions with SWR and LWR are large, because their small
changes in the properties of clouds have important implications for the

radiative budget;

e Natural fluctuations (e.g. sunspot, solar cycles) in the amount of incoming

SWR can cause changes in the energy balance.

Figure 2.2 - Main drivers of climate change.
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The most important feedbacks and the timescales are shown in Figure 2.3. Feedback
is defined as a process which there are changes in inflows and outflows in a system
through a change in the system itself (MEADOWS; WRIGHT, 2008). There are many
feedback mechanisms that determine the response of the climate system. Positive
feedbacks act to reinforce/amplify the effects of a change in climate drivers, on the
other hand, negative feedbacks act to reverse/diminish the climate trend, whatever

direction of change is imposed on the system. Positive (+) feedbacks includes:
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e Water vapor;

e Snow/ice albedo;

e Peat and permafrost decomposition.

Negative (-) feedbacks includes:

e Longwave radiation;

e Lapse rate;

e Air-sea C'O, exchange.

Sometimes feedbacks can be positive or negative () and includes:

Clouds;

e Ocean circulation;

Emission of non-C'O, greenhouse gases and aerosols;

Air-land C'O, exchange and biogeochemical processes;

Biogephysical processes.

The climate feedback timescales (Figure 2.3, inbox) may be hours (e.g. longwave
radiation) or centuries (e.g. ocean circulation) depending of the interactions and/or

processes.
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Figure 2.3 - Climate feedbacks and timescales.
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In the 1980s, given the range of climate drivers, feedbacks, timescales, physical pro-
cess improvements, climate models have increased in complexity adding more cou-
pling components and developed the first generation of Atmosphere-Ocean General
Circulation Models (AOGCMs). These models were later increased in complexity
adding full ocean models, physical processes and timescales, capturing more of the
climate drivers and feedbacks. From 1990s, the next generation of climate models
added the biogeochemical cycles (highlighted carbon and nitrogen), land use and
dynamic vegetation, atmospheric chemistry and some interations between gases,
land ice, stratosphere clouds and ocean biogeochemistry (EDWARDS, 2011), called
Earth System Models (ESMs). These climate model improvements were important
to represent better the component interactions and climate drivers, feedbacks and

timescales.
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After 2000s, the climate models have been improved but the computational power
increased faster, making possible a resolution increase. Most climate model in an
earth system configuration have a good improvents, which has consequences for
dynamic and vertical processes (increase the number of vertical levels and height of

model top).
2.2.2.2 Storm track response to climate change scenario

Different dynamical mechanisms are responsible for the future projections in storm
track position and intensity under global warming scenarios. These mechanisms
produces competing effects between them, which result in multiple mechanisms
to explain how the storm tracks respond to the large-scale changes. Shaw et al.
(2016) have reviewed the recent understanding of ST response to climate change
and discussed the challenges of quantifying the influence and feedbacks of different
processes, such as latent heat release and the shortwave and longwave radiation

associated with clouds, under future emission scenarios.

The earliest studies about the storm track response to climate change was made
by Held (1993) through several experiments using baroclinic models to project an
increase in the SH equator-to-pole temperature gradients under increasing C'O, con-
centration. These experiments were designed to shows a response of faster warming
in lower latitudes compared to higher latitudes. The authors found that the pro-
jected changes in temperature gradients differ at upper and lower levels and that
the storm tracks are affected differently according to each level of temperature gradi-
ent change. Recently, Harvey et al. (2014) studied the equator-to-pole temperature
differences at lower levels and found this relation with the temperature gradient.
Thus, when the lower level tropical temperature increase in relation to the pole, this

acts to shift the storm track towards equator.

Lorenz and DeWeaver (2007) and most recently Butler et al. (2010) found the rela-
tion between the rise in the tropopause height and mid-latitude circulation changes
as a result of the strengthening and poleward shift of the tropospheric zonal jets.
In addition, Butler et al. (2010) also found that the tropical troposphere warm-
ing plays a key role in the poleward reduction of the storm tracks. Moreover, Held
and Soden (2006) investigated the horizontal moisture transport in the CMIP3 cou-
pled climate models and found that the moisture in the atmosphere produce two
competing effects on extratropical latitudes, first more intense storms due to greater
latent release, and second decreased eddy amplitudes (in order to maintain the same

temperature gradient) due to greater transport of energy and moisture poleward.
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While the latent heat has an important role to storm track changes, Fyfe (2003),
Orlanski (2013), Sun et al. (2014) and Barnes et al. (2014) found that the strato-
spheric ozone also acts to shift the storm track and change the circulation. They
investigate the role of Ozone in the storm tracks and the relation found was that
during the Ozone depletion there is a poleward shift in the tropospheric circulation,
while during the Ozone replace there is an equatorward shift. For Southern Hemi-
sphere, Barnes et al. (2014) investigated the CMIP5 experiments and found that
the Southern Annular Mode (SAM) is also affected by stratospheric Ozone changes.
The SAM phases are very important to the climate patterns (e.g. precipitation) over
the South America.

Finally, studies such as Lu et al. (2010) indicates an increase in the subtropical
and extratropical static stability that contribute to a poleward shift, while Raible
(2007) highlight the static stability importance to the NH genesis regions. Moreover,
another studies such as Korty and Schneider (2008), Ceppi and Hartmann (2013),
Adam et al. (2014), Levine and Schneider (2015), Mbengue and Schneider (2017),
found that the changes in the location of extratropical cyclones are generally to-
wards the poles, which occur mainly due to the increase in mean temperature and
convective static stability and are directly related to the expansion of the Hadley

Cell circulation.
2.2.2.3 Representative concentration pathways

The representative concentration pathways (RCPs) are referred to as pathways in
order to emphasize that their primary purpose is to provide time-dependent projec-
tions of atmospheric greenhouse gas (GHG) concentrations. The term pathway was
chosen to meant to emphasize that it is not only a specific long-term concentration
or radiative forcing outcome, such as a stabilization level, that is of interest, but also
the trajectory that is taken over time to reach that outcome (IPCC Expert Meeting
Report, 2007). In addition, they are representative in that they are one of several

different scenarios that have similar radiative forcing and emissions characteristics.

The RCPs are composed of four future projection scenarios that were developed for
CMIP5 from a range of projections of future population growth, technology evolu-
tion and societal responses (VUUREN; RIAHI, 2011). The criteria for choose the four
scenarios was, among others, the fact that they were sufficiently separated from each
other in terms of the radiative forcing (RF) of approximately 2 Wm~2. The pur-
pose of this choice is to provide distinguishable climatic results (IPCC Expert Meeting

Report, 2007). These estimated radiative forcing is based on forcing of greenhouse
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gases and other forcing agents (e.g. O3z), but does not include direct impacts of land
use (e.g. albedo) and mineral dust forcing (DAVIES-BARNARD et al., 2014).

The main characteristics of each RCP (VUUREN; RIAHI, 2011) are present as follows:

RCP2.6

e This scenario was developed by IMAGE from Netherlands Environmental

Assessment Agency, Netherlands (VUUREN et al., 2007);

e The pathway is peak (3.1 Wm™2) about 2050 and decline (2.6 Wm™2) in

2100 of radiative forcing;

e The use of cropland and grasslands increases mostly driven by an increas-

RCP4.5

RCP6.0

ing global population, bio-energy production, and production of animal

products;

Developed by GCAM from Pacific Northwest National Laboratory’s Joint
Global Change Research Institute (JGCRI), United States (WISE et al.,
2009);

The pathway is stabilization without overshoot (4.5 Wm™2), which total
radiative forcing is stabilized shortly after 2100 due the use of new tech-

nology. See Clarke et al. (2007) for more details;

The land use consider the preservation of large terrestrial carbon stocks
in forests and a global expansion of the forest area throughout the 21st

century;

Agricultural land slightly decreases due to regeneration. Demand for food
declines due to improved production, food changes and the efficiency of

production and international trade.

This scenario was developed by AIM modeling team at the National Insti-
tute for Environmental Studies (NIES), Japan (FUJINO et al., 2006; HIJIOKA
et al., 2008);
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RCP8.5

The pathway is also stabilization without overshoot (6.0 Wm~=2 in 2100),
with the application of a range of technologies and strategies for reducing

greenhouse gas emissions;

The land productivity has been extended from historical trends, but does
not exceed regional potential, while urban land use increases due to pop-

ulation and economic growth;

Agriculture cultivated area expands due to growing food demand, while
pasture area declines as the extent of total forested areas remains constant

throughout the century.

Developed by MESSAGE and Integrated Assessment Framework at the In-
ternational Institute for Applies Systems Analysis (IIASA), Austria (RIAHI
et al., 2007);

The pathway is rising, increasing greenhouse gas emissions over time which
is representative of scenarios in the literature that lead to high greenhouse

gas concentration levels;

The use of cropland and grasslands increases in RCP8.5, mostly driven by

an increasing global population;

There is an increase of cultivated land of approximately 185 million
hectares in the period 2000-2050 and another 120 million hectares in the
period 2050-2100;

Agriculture land use in developed countries declines slightly and all in-

creases (net) occur in developing countries;

Forest cover declined over the course of the century by 300 million hectares

of 2000-2050 and another 150 million hectares by 2050-2100.

Land use is a crucial element of the new scenarios because it influences the global

climate system in many different ways, including direct emissions due to land man-

agement, hydrological impacts, biogeophysical impacts (e.g. albedo, surface rough-

ness and other changes) and also vegetation growth, which influences the removal

of the atmosphere CO? simulated by models that include the dynamic vegetation
(SMITH et al., 2010). The Figure 2.4 resume the land use in each RCP scenario.
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Figure 2.4 - Land use as cropland and use of grassland across the RCPs.

Cropland - Grassland Vegetation
4000 40004 12000
] ] 10000
3000 - 30004 T
= =2 £ 80004
E 20004 - E 20004 g 6000+ S—
Z @© 4 - j
:CS < L : < 4000{ ——RCP26
10004 . 1000+ | ——RCP45
2000 =——RCP&
| ——RCP85
0 — 1 T . T T 1 0 — 1 r T 1 ' 1 0 — 1 r 1 T T 1
1900 1950 2000 2050 2100 1900 1950 2000 2050 2100 1900 1950 2000 2050 2100

Grey area indicates the 90th percentile of scenarios reported in the literature (see Smith et
al. (2010)). Vegetation is defined as the part not covered by cropland or anthropogenically
used grassland.

SOURCE: From Vuuren and Riahi (2011).

The land use change is forced in the climate model for each RCP and it is shown
in Figure 2.5 as the disturbed fraction of vegetation. The disturbed fraction in 2100
over the Amazon Forest is similar in all of the RCP scenarios, which motivates exper-

imental design with and whitout this important ecosystems for future projections.

Recent studies, such as Hurtt (2011), Pitman (2009), Brovkin et al. (2013), among
others, highlighted that farmland and pasture have increased greatly in the last
century, driven by population growth, food standards and modern agriculture. In
addition, studies on the use of short-term RCPs (up to 2050) show that there is
an increasing demand for cropland and pasture. There are still few papers in the
literature and few models that present an explicit treatment of land use. Thus,
research on the use of land use scenarios in Earth System Models (ESM) has a great

potential.
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Figure 2.5 - Land use change until the end of each RCP scenario in 2100.
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SOURCE: Author’s production.

24



2.2.2.4 Land Use Cover Change as a atmospheric change source

The climatic system can not be studied through experimental methods because it has
immense size and long-term scales. The scientists have made great efforts to create
representations and projections of the Earth’s climate based on numerical models
of general circulation of the atmosphere and the terrestrial system (LEVIS, 2010).
The advent of climate projections was an important step in global socioeconomic
awareness of climate change, which is possible through the use of possible scenarios

of greenhouse gas emissions in the form of climate scenarios.

The land surface modeling was invented to represent the atmosphere lower boundary
over continental areas in climate models (MANABE et al., 1965). Mass, momentum,
and energy cross this boundary via biogeochemical and biogeophysical processes,
which includes the interactions with plants (SELLERS et al., 1996). Thus, the scientific
research with models focuses to refine how the changing face of the land interacts
with climate change. Currently, there is an estimative that about one-third to one-
half of the Earth’s surface has been modified by human (ELLIS, 2011). Investigate the
effects of land cover? and use® on the past climate is important to explain historical
changes, distinguish anthropogenic and natural influences on climate and improve
future projections (VUUREN; RIAHI, 2011).

Each component of the Earth’s climate system impacts life and climate on earth in
different ways. The surface of the earth influences the climate through biogeophysical
and biogeochemical effects (LEVIS, 2010). The biogeophysical effects on climate arise

from land surface such as:

e characteristics: albedo, roughness, and;

e processes: evaporation, transpiration and others.

In comparison, biogeochemical effects arise mainly from interactions of plant ecosys-

tems, including their soils and microorganisms associated with:

e greenhouse gases (e.g. carbon dioxide (CO2)) and related biogeochemical

cycles, for example, such as carbon and plant nutrients, and;

2Coverage of the earth, it is meant the physical, chemical, or biological categorization of the
terrestrial surface, e.g. grassland, forest, or concrete (MEYER; TURNER, 1994; MCCONNELL, 2002)

3Land use refers to the human purposes that are associated with that cover, e.g. extraction of
wood and latex, raising cattle, recreation, or urban living (MEYER; TURNER, 1994)
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e the cycles of mineral compounds (e.g. dust) and organic compounds (e.g.

isoprene).

The terrestrial surface biogeophysical and biogeochemical effects may be due to hu-
man activity, such as land use changes (LUC), which include the conversion of natu-
ral land cover to generate energy and food, manufacturing and construction products
for houses and cities, besides the use of fossil fuels (BROVKIN et al., 2013). Although
these processes are so important in the correct representation of the Earth’s climate,
only the latest generation of climate models used in the latest climate change re-
port (INTERGOVERNMENTAL PANEL ON CLIMATE CHANGE (IPCC), 2013) is able to
represent the impacts caused by the LUC.

The new generation of Earth System Models (ESMs) may represents the combined
biogeophysical and biogeochemical effects of changes in land use and greenhouse gas
(GHG) emissions in the climate system. The representation of these effects is a very
important advance in climate modeling because, as a comparison, in the Assessment
Report Fourth (AR4), only 3 of 23 models used to compile the IPCC report incorpo-
rated land use changes into the simulations, which were still inconsistent, incomplete
and with many problems to reconciliate the historical land use reconstructions and
future projections (HURTT, 2011). In addition, one of the major problems found to
use the land use scenarios in the previous generation of ESMs was the format of the

information that came from diverse sources in different formats.
2.2.2.5 Amazon Forest regional climate

The Amazon basin region covers an area of about 7 million km?, while the Amazon
Forest covers about 5.3 million km? and represents approximately 40% of the global
tropical forest area (NOBRE, 2014; MARENGO et al., 2018). The annual precipitation

! which makes the Amazon basin region an important

regime is about 2200 mm.year™
latent heat source for the atmosphere. This generates a river discharge estimated in
210,000 m3s~! (from Amazon River) and it contributes with 15% of the freshwater

input into the global oceans (MARENGO; ESPINOZA, 2016; NOBRE et al., 2016).

Several studies shows the importance of the Amazon Forest under a climate overview,
including from moisture recycling, water and carbon cycles, to deforestation, such
as Salati et al. (1979), Nobre et al. (1991), Betts et al. (2004) and many others.
Moreover, the rainfall spatial and temporal variability have been discussed in present
climate (MARENGO; ESPINOZA, 2016) and future projected climate changes (MAGRIN
et al., 2014; ALVES et al., 2017). The cycle of precipitation over the Amazon region
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has different spatial distribution during the year. The rainfall in southern Amazon
has the maximum during austral summer, which contrasts to the north (above the
the Equator) where the maximum occurs in winter season, while in central Amazon
and near the Amazon delta maximums occur during autumn (FIGUEROA; NOBRE,
1990; FISCH et al., 1998; ALVES, 2016). These seasonal and spatial variability occurs
due to the meridional migration of the Intertropical Convergence Zone (ITCZ). Only
the northwest Amazon not present these variabilities, this region is the wettest and
shows no dry season, however, the rainfall in southern Amazon shows values lower

than 100 mm during the winter season.

Recent studies such as (TORRES et al., 2012; TORRES, 2014), investigated the uncer-
tainties involved in the future projections of temperature and precipitation changes
over the South America, being all of them in CMIP3 and CMIP5 models under
seven different scenarios. The authors highlight that the simulations of CMIP3 and
CMIP5 models are able to represent well the observed climatological aspects, such
as seasonal mean and annual cycle, although some biases are identified close to the
Andes Mountains, northwest of South America, Amazon basin, and northeast of
Brazil. In addition, the CMIP5 models represent the precipitation better in relation

to the observations when compared to CMIP3 models.

The land use cover change is a key mechanism of climate change and it may have
impacts in the regional and global-scale climate. Studies such as Nobre et al. (1991),
Betts et al. (2004), D’Almeida et al. (2007), Sampaio et al. (2007), Costa et al.
(2007), Pires and Costa (2013) and Spracklen and Garcia-Carreras (2015), have
shown these impacts under observational and modelling overview. The main changes
related to the deforestation occur in the water availability and may also have impacts
in the agriculture in some regions (LAWRENCE; VANDECAR, 2015). Also, studies
such as Dai et al. (2009), Nobre et al. (2016) and Marengo et al. (2018), highlight
that the deforestation effects in the climate system are important to the global
hydrological system, acting in many ways to reduce the river discharges, latent heat,
and freshwater availability. In general these studies show that the deforestation
causes a warmer climate, with less evapotranspiration and moisture convergence,

over the areas affected.
2.3 Storm tracking methods

In literature there are two major methods for objectively measuring the storm tracks,

the Eulerian and Lagrangian methods.
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The Eulerian approach focuses on the properties of the flow at a given point in
space as a function of time, the properties of the field in the flow are described
as the functions of the spatial and temporal coordinates. The Eulerian approach is
commonly called a frequency band filter and was applied in several studies, such as
Sawyer (1970), Blackmon (1976), Blackmon et al. (1977), Wallace and Blackmon
(1983), Konig et al. (1993), Berbery and Vera (1996), Chang and Fu (2002). On the
other hand, the Lagrangian approach evidences the tracking of mass elements and,
in many cases, is unfeasible due to the complexity of the analysis to be performed.
The Lagrangian approach is commonly called only track and was also applied sev-
eral studies, such as Murray and Simmonds (1991), Hodges (1994), Hodges (1999),
Sinclair (1997), Simmonds et al. (2008), Inatsu (2009).

In addition to the approaches, the methods can also be classified into two classes:
subjective, or manual, and objective. The first, subjective, is characterized by the
recognition of the features of the cyclones, being used mainly in the decades of
70s and 80s when the information was arranged in the form of synoptic charts
and satellite images, that is, non-digital form. The second method, the objective, is
distinguished by the establishment of thresholds for one or more fields to identify
the cyclone and/or their features. This method is the most used since the beginning
of the 90s, which enable the analysis of several fields simultaneously with efficiency
due to the use of the computer. In addition, this allow the comparison between the

different methods and analyses.
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3 METHODOLOGY

In this chapter the methodology for answering the scientific questions is de-

scribed. The aims of this thesis required powerful computational resources and

large amounts of data to run the Earth system model and to objectively iden-

tify the cyclones. The supercomputer installed at CPTEC was used to run
the model. The CPTEC supercomputer is a Cray XE6, called TUPA, which
has 30720 cores capable of 258 TFlop/s, 40 Terabytes of memory and 5

Petabytes of storage. For a more detailed overview of the supercomputer see see

https://www.cptec.inpe.br/supercomputador.

Figure 3.1 gives a schematic overview of the methodology applied in this study,

which includes the historical (Figure 3.1a) and future (Figure 3.1b) setups and the

timeline of the experiments associated with each one (Figure 3.1c).

Figure 3.1 - Methodology overview.
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SOURCE: Author’s production.
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The first section of this chapter (Section 3.1) gives a technical overview of the Earth
system model used in this study and the main characteristics, including the model
setup, land use change configuration and the experiment design for the removal of
Amazon Forest. Section 3.2 gives a description of the observational gridded datasets,
such as the reanalysis and precipitation data, used in this study to assess the model
performance during the historical period and analyse the extratropical cyclone bi-
ases. This is followed by a discussion of seasonal separation (Section 3.3) for the
statistics and analyses. Section 3.4 provides a detailed overview of the objective
cyclone tracking which is widely used in this study, including a description of the
statistical methods used to compute the spatial statistics and their differences. Sec-
tion 3.5 describes the large-scale and diagnostic fields used to give the dynamical
background to the storm track analyses, and finally Section 3.6 describes the regional

analysis over South America.
3.1 The HadGEM2 model

The Hadley Centre Global Environment Model version 2 (HadGEM2) is the second-
generation family of models of the United Kingdom Meteorological Office (UK - Met
Office), created for the purpose of performing the Coupled Model Intercomparison
Project Phase 5 (CMIP5) simulations (JONES, 2011). While there is no strict def-
inition of which processes and what level of complexity are required for an Earth
system model, there is a consensus that the climate model needs to a minimum of
components to be considered an Earth system model, which includes terrestrial and
oceanic carbon cycles. Specifically, the HadGEM2 Earth system model includes, in
addition to the atmospheric and oceanic components, representations of the terres-
trial and oceanic ecosystems and tropospheric chemistry. Although the HadGEM2
model was designed from the outset to include the Earth system components, they
can be disabled and the data they would produce replaced with climatological mean
values. Thus, the combination of model components representing different processes
allows different levels of model complexity up to the full Earth System configura-
tion. Bellouin (2011) describe how HadGEM2 components can be combined to create

different configurations, as shown in Figure 3.2.
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Figure 3.2 - Processes included in the HadGEM2 model family.
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A - Atmosphere; AO - Atmospheric Ocean; CC - Carbon Cycle; and ES - Earth System.

SOURCE: From Bellouin (2011).

The earlier Hadley Centre Global Environment Model version 1 (HadGEM1) (JOHNS
et al., 2006) did not include biogeochemical feedbacks, and the carbon cycle model,
HadCM3LC (COX et al.,, 2000), used artificial correction terms to the ocean heat
fluxes. Therefore, the HadGEM2 Earth system (HadGEM2-ES) configuration is the
first version to run without the need for flux corrections (COLLINS et al., 2011). In
comparison to previous versions, HadGEM2 includes new components with impor-
tant improvements to the processes and couplings, which are described in Tables 3.1

and 3.2.
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Table 3.1 - Summary of main new components in the Earth system configuration from
HadGEM1 to HadGEM2-ES.

New Components

Description

Reason for inclusion

Terrestrial Carbon cycle

TRIFFID dynamic vegeta-
tion scheme (COX, 2001).

To model the exchange of CO; between
the atmosphere and the terrestrial biosphere,
and to model changes in the vegetation dis-
tribution.

Ocean carbon cycle

diat-HadOCC ocean biol-
ogy scheme (PALMER; TOT-
TERDELL, 2001).

To model the exchange of carbon dioxide be-
tween the atmosphere and the oceanic bio-
sphere.

Atmospheric Chemistry

UKCA tropospheric chem-
istry scheme.

To allow the ozone and methane radiative
forcing fields, and the sulphate oxidant fields
to vary with meteorology and climate.

Aerosols

Fossil-fuel ~ organic  car-
bon, ammonium nitrate,
dust and biogenic organic
aerosols added.

These important anthropogenic and natural
aerosol species are now represented in the
model.

SOURCE: Adapted from Collins et al. (2011).

Table 3.2 - Summary of main new couplings in the Earth system configuration from
HadGEM1 to HadGEM2-ES.

New couplings

Description

Reason for inclusion

Chemistry-radiation

Radiative effects of O3 and
CH, are taken from the in-
teractive chemistry.

This allows the concentrations of these
species to vary with climate and tropopause
heights.

Chemistry-hydrology

The emissions of methane
from wetlands are supplied
from the hydrology scheme
to the chemistry scheme.

The emissions and hence concentrations of
methane will vary as climate impacts on the
extent of wetlands.

Chemistry-Aerosols

Sulphate oxidation scheme
takes its oxidants from the
interactive chemistry.

The sulphur oxidation will now be affected
by meteorology and climate.

Ocean carbon cycle-DMS

DMS emission now inter-
actively generated by the
ocean biology.

This important source of sulphate aerosol
will now vary as climate change affects the
plankton.

Vegetation-Dust

Dust emissions depend on
the bare soil fraction gen-
erated by the vegetation
scheme.

Dust production will vary as climate change
affects the vegetation distribution.

Dust-Ocean carbon cycle

Dust  deposition  affects

plankton growth.

The supply of nutrients to the plankton
varies with the dust production. This cou-
pling also allows geo-engineering experiments
to be simulated.

SOURCE: Adapted from Collins et al. (2011).
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3.1.1 Earth system configuration

For this study the HadGEM2 Earth system model (HadGEM2-ES), the most com-
plete configuration available, is used to simulate the historical period and the pro-
jected future climate and impact of removing the Amazon. HadGEM2-ES is a cou-
pled Atmospheric Ocean Global Circulation Model in which the atmospheric com-
ponent usually runs at N96 horizontal resolution (1.875° x 1.25°) with 38 vertical
levels (hybrid coordinates); and the ocean component resolution is 1.0° (increasing
to 1/3° at the equator) with 40 vertical levels. The HadGEM2-ES simulations use
a timestep of 30 minutes for the atmosphere/land and 1 hour for the ocean. The
model also includes interactive ocean and land carbon cycles and dynamic vegetation
with prescribed or simulated C'Oy concentrations (MARTIN, 2011). An interactive
tropospheric chemistry scheme is also included to simulate the interactions with at-
mospheric aerosols and the evolution of atmospheric composition (BELLOUIN, 2011;
COLLINS et al., 2011). In particular, the representation of the tropospheric Ozone (O3)
is very important for the Southern Hemisphere because the O3 depletion/recovery
directly affects the storm track variability (BARNES et al., 2014).

The Earth system can be represented by five components in the HadGEM2-ES
model: the physical climate, greenhouse gases, ecosystems, atmospheric chemistry
and aerosols (COLLINS et al., 2011). The interactions between these components of
the earth system are shown in Figure 3.3. Different feedbacks seen in the figure can
be investigated using the HadGEM2-ES model. For example, HadGEM2-ES includes
a dust aerosol scheme whose emissions are coupled to a dynamic vegetation model
(see Table 3.1). The dust affects the climate through its influence on radiation and
ocean biogeochemistry (affects plankton growth). Dust production, in turn, varies as
climate change affects the vegetation (Table 3.2). Another example is the loop from
the climate impacts on ecosystems that change the carbon dioxide concentration in

the atmosphere and the greenhouse effect which, in turn, impact back on climate.

HadGEMZ2-ES has an extensive diagnostic output and in this study the variables
were chosen according to the Coupled Model Intercomparison Project Phase 5
(CMIP5) protocol archive. Thus, the output is available either at certain prescribed
frequencies or as time-averaged values over certain periods, as detailed in the CMIP5
output guidelines (for more details see the CMIP5 design in Taylor et al. (2012)).
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Figure 3.3 - Representation of each component and interactions in the HadGEM2-ES
model.
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SOURCE: Adapted from MetOffice (2015).

3.1.2 Land Use Cover change configuration in HadGEM2 model

In the HadGEM2 model the terrestrial carbon cycle is represented by the second
version of the “Met Office Surface Exchange Scheme” (MOSES2) (ESSERY et al.,
2003), which simulates the water cycle, energy and carbon balances between the land
surface and atmosphere, coupled to the global dynamic vegetation model “Top-Down
Representation of Interactive Foliage and Flora Including Dynamics” (TRIFFID)
(COX, 2001). The TRIFFID model simulates the coverage and competition between
five Plant Functional Types (PFT): broadleaf tree, needle leaf tree, C3 grass, C4
grass and shrub. MOSES2 recognises the five TRIFFID vegetation types and four

types of non-vegetated land cover: bare soil, urban area, lakes and land ice.

The PFTs compete with each other on the basis of competition rules and the net

carbon uptake of each PF'T simulated within the land-surface scheme closely coupled
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with the water budget (COX, 2001). For natural disturbance, the model prescribes a
uniform disturbance rate, so that there is no representation of the effects of climate
on disturbance regimes such as wind throw, fire, disease or insect attack, and no
explicit representation of herbivory. The implicit assumption in the model, there-
fore, is that natural disturbance regimes remain constant over time. The competi-
tion between PFTs is based on the Lotka-Volterra competition equations (prey and
predator) and on a hierarchy of dominance in which shrub dominates grasses (i.e. it
always displaces fractional coverage of grass), and trees dominate both grasses and
shrub (COX, 2001). For more details on the competition between the PFTs; see Cox
et al. (2000), Cox (2001).

A schematic of the coupling between the global dynamic vegetation model (TRIF-
FID) and the global climate model (HadGEM2-ES) is shown in Figure 3.4. The
distribution and structure changes of the PFTs can provide a feedback to climate
via two routes. First, the vegetation determines the biophysical land-surface param-
eters (e.g. albedo, roughness length, stomatal conductance), which in turn affect
the land-atmosphere fluxes of heat, water and momentum. Second, changes in the
carbon stored in vegetation and soil (measured by the net ecosystem productivity
(NEP)) can modify the atmospheric CO,, and thus the climate through the green-
house effect. In addition, for completeness nitrogen deposition is also shown as a
driver for vegetation change, although this version of TRIFFID does not include an

interactive nitrogen cycle.
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Figure 3.4 - Schematic coupling between TRIFFID and HadGEM2-ES.
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SOURCE: Cox (2001).

Under the RCP scenarios, HadGEM2-ES simulates the crop and pasture fraction
from harmonized land-use change (LUC) scenarios through the imposition of a mask
called agriculture mask or, as termed in this study, “disturbed fraction“ (DFRAC).
Basically, the DFRAC designates a specific fraction of the grid box in which the
dynamical vegetation is unavailable to tree and shrub PFTs, therefore all agricul-
tural land, including the croplands, is represented as C3 or C4 grass. These grass
types are chosen according to the local climate conditions. Figure 3.5 illustrates how
HadGEM2-ES designates the DFRAC. For example, if a grid box would naturally
have 40% tree and 60% grass (Figure 3.5a), but the DFRAC is 80% (Figure 3.5b),
then the tree fraction is limited to 20% (Figure 3.5¢). The TRIFFID vegetation

dynamics module simulates growth of grass or not (i.e., allocates bare soil) in the
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remaining 20% area depending on the local climate. Therefore, when the DFRAC
mask increases, the natural vegetation is removed, however, when the DFRAC de-
creases, TRIFFID simulates regrowth of trees and grasses in that place, depending
on whether the climate is propitious. The disturbed fraction mask varies between 0

and 1 and is forced to the dynamic vegetation every 10 days.

Figure 3.5 - Representation of the disturbed fraction in the HadGEM2-ES model.

Tree Grass Tree  Grass Tree Grass

SOURCE: Author’s production.

Another important feature of HadGEM2-ES is that terrestrial ecosystems and hy-
drology are tightly coupled, thus a climatic or anthropogenic perturbation can
change the vegetation cover and affect the surface evaporation and transpiration
rate, resulting in changes in soil moisture and runoff. Betts et al. (2007) highlighted
that changes in vegetation due to increased availability of C'Oy affect hydrology
through changes in transpiration. When C'O, concentration increases, plant stomata
generally open less widely, therefore the transpiration is reduced and soil moisture
and runoff increase. Also, the physical properties of the surface, such as albedo,
roughness, and factors that affect the availability of moisture to evaporation, are
directly influenced by the distribution of PFTs, the simulated leaf area index for
each PFT and the fractional cover of ice, water and bare soil. Therefore, land use
changes in the HadGEM2-ES model alter the vegetation cover which directly affects
the surface energy and moisture budgets (BETTS et al., 2015).

In this section the land use concept and configuration in the HadGEM2-ES model
was presented. For the experimental design of the removal of Amazon Forest, see
Section 3.1.3.2.
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3.1.3 HadGEMZ2-ES experimental design

This section presents an overview of the HadGEM2-ES experiments under CMIP5
experimental design that are used in this study. For a detailed overview of the
implementation of CMIP5 simulations in HadGEM2-ES; see Jones (2011).

3.1.3.1 Historical

The HadGEM2-ES Historical experiment is forced by the observed atmospheric
composition, which reflect both the anthropogenic and natural sources, and the time
evolution of land cover. Flato et al. (2014) highlighted that a comprehensive set of
historical data of anthropogenic emissions and land use change (LUC) has been
assembled for CMIP5 experiments in order to produce a relatively homogeneous
ensemble of historical simulations with a common time series of forcing agents. The
forcing agents are given in the form of both emissions and concentrations of gases
aerosols, LUC and natural forcings (e.g. solar radiation) (INTERGOVERNMENTAL
PANEL ON CLIMATE CHANGE (IPCC), 2013). For a more detailed overview of the
forcing agents, see Flato et al. (2014), page 760, and Meinshausen et al. (2011).

The HadGEM2-ES historical simulations produced at the Met Office Hadley Cen-
tre consist of four model runs generated from different initial conditions, each one
referred to as an ensemble member. The initial condition ensembles are required by
the CMIP5 protocol in order to estimate if any apparent changes in climate may oc-
cur due to internal variability in the simulations (VUUREN et al., 2011). Simulations
obtained from small perturbations in the initial conditions may be influenced by a
long-term memory of the initial state associated with multidecadal oceanic processes.
Thus, care must be taken in selecting a sufficient range of initial states in relation
to the decadal modes, so that the ensemble mean provides an unbiased estimate
of the model’s response to imposed forcings. The initial conditions for individual
ensemble members in the HadGEM2-ES historical simulations were selected using
an objective method at 50-year intervals (years 1860, 1910, 1960 and 2010) from a
long pre-industrial control run. However, indices of long-term variability, associated
with the main modes of decadal variability of the climate system - the Atlantic
Multidecadal Oscillation (AMO) (ENFIELD et al., 2001) and the Pacific Decadal Os-
cillation (PDO) (POWER et al., 1999), were used to monitor whether these initial
states are independent of each other. For more details on this methodology to select

the initial conditions, see Jones (2011).

In this study, the four ensemble members of the HadGEM2-ES Historical simulation
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produced at the Met Office Hadley Centre are together referred to as HadGEM2-ES
HIST. Table 3.3 shows the list of HadGEM2-ES ensemble members for the Historical

experiment.

As a reference, there is another member of the HadGEM2-ES historical ensemble
that was later produced at INPE. This member has been assessed according to
the CMIP5 protocol and is available on the CMIP5 data portal (Mariane Coutinho

personal communication).

Table 3.3 - HaddGEM2-ES experiments for historical period between 1976-2005.

Experiment Ensemble member Name

1 aabna

HadGEM2-ES Historical 9 aabnm
(HIST) 3 aabny

4 aabnz

SOURCE: Author’s production.

The HadGEM2-ES Historical experiment is forced from the start of the second indus-
trial revolution to the present day, years 1860-2005. In this study the climatological

periods are calculated as the mean of:

e the last 30 years of the historical experiment (1976-2005) that will be used
to represent the present day in comparisons with the RCP experiments
(see Section 3.1.3.2);

e the last 27 years of the historical experiment (1979-2005) that will be used
for verification against the ERA-Interim reanalysis, which is the common

period between these two datasets.

3.1.3.2 Representative Concentration Pathways

The Representative Concentration Pathways (RCPs) are composed of four future
projection scenarios that were developed for CMIP5 from a range of projections
of future population growth, technology evolution and societal responses (TAYLOR
et al., 2012). These RCPs were designed to facilitate interactions among scientific

working communities on climate change, adaptation and mitigation (HURTT, 2011).
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For more details on scenario development, see Section 2.2.2.

While the IPCC Special Report on Emissions Scenarios (SRES) used for both IPCC
TAR (INTERGOVERNMENTAL PANEL ON CLIMATE CHANGE (IPCC), 2001) and AR4
(INTERGOVERNMENTAL PANEL ON CLIMATE CHANGE (IPCC), 2007), does not allow
options for policy intervention, the RCPs are mitigation scenarios and internally
consistent sets of time-dependent forcing projections, that assume policy actions
will be taken to achieve certain emission targets (MOSS, 2007; MOSS et al., 2010;
TAYLOR et al., 2012). The four RCPs have a rough estimate of the radiative forcing
(RF) in the year 2100 (relative to pre-industrial conditions), from 2.6 to 8.5 Wm™2,
each labeled according to the RF, as shown in Figure 3.6.

Figure 3.6 - Historical and projected total anthropogenic RF (Wm~=?2) relative to the pre-
industrial between 1950 and 2010.
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SOURCE: From Cubasch et al. (2013).
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Despite there being four RCPs in CMIP5, in this study only the RCP4.5 and RCP8&.5
were chosen because they are the respective medium-low and highest emission sce-
narios. Similar to the Historical experiment, the HadGEM2-ES under these two RCP
scenarios is executed according to the CMIP5 protocol for emissions and concen-
trations, however the LUC is fixed to 2005. In addition, two experiments for the
RCPs are designed to simulate the impact of the removal of the Amazon Forest and
are shown in Table 3.4. A total of 16 runs were executed using the TUPA - Cray

Supercomputer. For more details on the RCPs, see Section 2.2.2.3.

Table 3.4 - HadGEM2-ES experiments for future projected changes 2006-2100.

Experiment Land use change Ensemble member Name

1 aacdh

Without Amazon Forest DFRAC =1 2 aacdi

(WAMZ) over Amazon Forest 3 aacdj

RCPS8.5 4 aacdk
1 aacdd

Fixed 2005 DFRAC fixed 2 aacde

(CTRL) 3 aacdf

4 aacdg

1 aacdp

Without Amazon Forest DFRAC =1 2 aacdq

(WAMZ) over Amazon Forest 3 aacdr

RCP4.5 4 aacds
1 aabsb

Fixed 2005 DFRAC fixed 2 aabsn

CTRL
3 aabsf
4 aabsj

SOURCE: Author’s production.

To configure the removal of the Amazon Forest, a program using python/R was
developed to change the disturbed fraction for the HadGEM2 input file (ancillary
file in Met Office pp format) and the result is shown in Figure 3.7. Further, the
program Mkuncil (version 0.55) from the Met Office Hadley Centre was used to
create the modified ancillary input file for the HadGEM2 model.
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Figure 3.7 - Land use change for the experiments with and without Amazon Forest.
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is used to forces dynamic vegetation module to remove the Amazon Forest for WAMZ
experiments.

SOURCE: Author’s production.

The WAMZ and CTRL experiments in both the RCP scenarios are run from 2005-
2100. In this study, the climatology for a 30-year period was chosen to be 2070-
2099. These experiments will be compared, (WAMZ minus CTRL for each respective
RCP), and with the Historical experiment, analyzed in Chapter 4, for the 30-year
period of 1976-2005.
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3.2 Gridded observational data
3.2.1 ERA-Interim

The second dataset used in this study is the ERA-Interim reanalysis (DEE et al.,
2011). This is used to provide verification of the model results. The ERA-Interim
reanalysis uses the Cy31r2 version of the ECMWEF atmospheric model that includes
a revised cloud scheme, including treatment of ice supersaturation, implicit compu-
tation of convective transports, modified orographic drag, salinity effect on satura-
tion at ocean surface and gust fix for orography. The data assimilation used is a
4D-Variational data assimilation scheme (4D-Var) that includes a variational bias
adjustment of the observations prior to assimilation (DEE et al., 2011). These im-
provements in the reanalysis system are important especially for the SH where the

observations are less dense than in the NH, particularly the terrestrial observations.

ERA-Interim is an evolution from the ERA-40 reanalysis (UPPALA et al., 2005),
which improves some key aspects of the data assimilation, such as variational bias
correction of satellite radiance data. Table 3.2.1 presents some of the main features
of ERA-40 in relation to the ERA-Interim reanalysis. The main advances of the
ERA-Interim are a better representation of the hydrological cycle, the stratospheric

circulation and temporal consistency across multiple time-scales (DEE et al., 2011).

Table 3.5 - Comparison of main features between ERA-40 and ERA-Interim reanalysis.

ERA-40 ERA-Interim
Horizontal resolution ~125 km ~79 km
Levels 60 60
Data Assimilation 3D-VAR 4D-VAR
Surface Model TESSEL - 4 layers | TESSEL - 4 layers

SOURCE: Adapted from Uppala et al. (2005) and Dee et al. (2011).

However, there are a few known quality issues in the ERA-Interim reanalysis, which

are:

e Some spurious shifts along time-series associated with changes in the ob-
servation system, for example, the different satellite ozone instruments and

their availability;
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e Underestimation of low and medium cloud cover when there is high cloud

Cover;

e Overestimation of the incident solar radiation at the top of atmosphere

(TOA) around 3 Wm™2 due to forecast calculation error.

These errors, reported in Dee et al. (2011), are considered to have a small impact

on the 27-year climatologies computed in this study.
3.2.2 Global Precipitation Climatology Project

The gridded precipitation dataset from the current Global Precipitation Climatology
Project (GPCP), version 2.3 (ADLER et al., 2018), is used to assess the HadGEM2-ES
for the historical period (1979-2005). This dataset was used because the precipitation
from reanalysis is a product of the forecast model inside the assimilation system,
which can be subject to spin-up from the initial conditions. The GPCP is based on
observation datasets such as gauge measurements and satellite estimates of rainfall,
including a variety of calibration and validation methods. The data is available at a

spatial resolution of 2.5°.

In relation to the earlier version (2.2) (ADLER et al., 2003), the improvements of
GPCP v2.3 are:

e Corrections in cross-calibration of satellite data inputs and updates to the

gauge analysis;

e Improvements in the ocean from 2003 resulted in an overall precipitation
increase of 1.8% after 2009;

e Updating the gauge analysis to its final, high-quality version increases the
global land total by 1.8% for the post-2002 period.
Therefore, these changes correct a small and incorrect underestimation in the esti-
mated global precipitation over the last decade (ADLER et al., 2018).

3.3 Statistics and analysis by seasons

The statistics and analyses for all data in this study are made for meteorological
seasons, June, July and August (JJA) for winter; September, October and November

(SON) for spring; December, January and February (DJF) for summer; and March,
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April and May (MAM) for autumn. While other studies use longer periods, such
as cold and warm periods, the three-month climatology periods are chosen because
it allows a comparison with the majority of other older studies that use the same

methodology for climatologies.

However, Hoskins and Hodges (2005) highlighted two particular aspects that should
be considered in this kind of analysis over the Southern Hemisphere. First, the
average lag in the temperature response which is higher (~ 44 days) than in the
Northern Hemisphere (~ 33 days) (HURRELL et al., 1998). The second, and more
important, is the strong semiannual oscillation in the Southern Hemisphere, partic-
ularly in the latitude and strength of the circumpolar surface pressure trough and
mid-tropospheric temperature gradients, which mainly impact the transition seasons
(LOON, 1967). Both of these occur due the large thermal inertia of the oceans which

has a greater influence in the SH climate.
3.4 Extratropical cyclone tracking

In this study the objective feature tracking of Hodges (1994), Hodges (1995), Hodges
(1996), Hodges (1999), called TRACK is used. TRACK is described in the Sections
3.4.1 and 3.4.2, followed by the method to compute the track statistics in Section
3.4.3. This methodology has been widely used and improved in Hoskins and Hodges
(2002), Hodges et al. (2003), Hoskins and Hodges (2005), Bengtsson et al. (2006),
Hodges et al. (2011). Also, the methodology has been applied in many studies for
the Southern Hemisphere such as Silva (2010), Guia (2010), Pinheiro (2010), Lima
(2011), Parise (2014), Pinheiro (2018) and Oliveira (2019). For a comparison between
the main characteristics of other methods for identifying the storm tracks, see Section
2.3. As discussed in Section , the distribution of extratropical cyclones is to be
referred to as the ’storm track’, similar to previous studies such as Hoskins and
Hodges (2005), while the term ’cyclone track’ refers to the path of an individual

cyclone.
3.4.1 Objective feature identification

The TRACK is designed to run in a sphere to avoid the need to use projections which
can introduce biases (HODGES, 1995), however the initial cyclone identification is
performed on a polar stereographic projection to avoid bias introduced when using

a latitude-longitude projection, particularly in middle and high latitudes.

The tracking is applied to 6 hourly relative vorticity at 850 hPa to identify the
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cyclones. The benefits of using the relative vorticity are that it focuses on smaller
spatial scales than other fields, however, it is a noisy field. Hence the vorticity is
spectrally filtered by truncation to T42 and the large-scale background is removed for
total wavenumbers <= 5. Cyclones are initially identified as minima in the filtered
vorticity field, for the SH, and then refined by determining the off-grid locations using
B-spline interpolation and steepest descent minimization, this produces smoother

tracks.

TRACK identifies all the feature points of the cyclones in the gridded dataset,
so they will be grouped into cyclone tracks. First, the algorithm uses the nearest
neighbor approach, which checks the nearest point within the same features and
associate with the trajectory, but this imposes a constraint on the maximum distance
between these points. Thus, these are improved by minimizing a cost function which
depends on the local smoothness function to obtain the minimal set of smoothest
tracks, as shown in Hodges (1994). This smoothness function is measured in terms of
changes in direction and speed and requires a minimum of three consecutive frames
of the track (HODGES, 1999).

While a set of tracks is initialized from the identified feature points for the required
time sequence (subject to the constraints), the incomplete tracks are padded out with
“phantom” feature points so that all tracks have the same number of points and span
the length of the time series. This is important because the optimization swaps points
on the tracks to give the greatest gain in smoothness and proceeds both backward
and forward in time to ensure that there is no feature point ordering dependence in
the final result (HODGES, 1999). In addition to the objective feature identification
and tracking, the track algorithm also uses thresholds to remove stationary systems
which have a timelife less than a time interval (e.g. two days) and displacement less

than a interval in kilometers (e.g. 500km).

The execution of the Track is given as follows:

a) Feature points are then identified as maxima or minima on the grid. These
are refined using B-spline interpolation and steepest ascent/descent opti-

mization.

b) After the objects are identified, the diagnostic process is started and the
object points are analyzed and compared to their neighbors. If they are
similar, the Track performs the grouping, detection of the center and choice

of the representative point of the group, termed as feature point. Thus,
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the location (latitude and longitude) and field value relative to the feature

point are stored;

Finally, the TRACK will perform the steps described above for the next
time step and apply the nearest neighbor approach and cost function op-
timization to solve the problem of matching the time steps and smoothest

tracks. The cost function is given by

D(Pf~, Pf, Pt (3.1)

m
S Z
=
=

||M3\

where D(PF~!, PF, PFt1) is called the local deviation in time step k, with m
the total number of tracks and n the total number of time steps. Also, PF is
the position vector in Cartesian space (a point on the sphere is represented
as a unit vector in Cartesian space) for a feature point on track i at time
step k. The local deviation implemented in Hodges (1999) is defined by
thresholds:

0 if PF~! is a phantom feature
point, and PF and Pt
are real or phantom;

D(PF~ PP P =
Y(PF PF PFTY) if PFTY PE and PR are real

feature points and;

v otherwise,

where ¢(PF~!, PF, PFT1) is a measure of the change of speed and direction
over three time steps and W is now a global upper bound of smoothness
constraint that is applied when there is no position information and inten-

sity of track under review, as follows:

2l il id e[|

Pk? 1 Pk‘ Pk’-i—l _05 1 Tk 1kak‘+1 + 1_
. )= ool e (TR + R

where the first term measures directional similarity and the second term
measures speed similarity. The unit vector i-k_l’k represent the direction
from point P*~! to point PF with || PF~! P¥|| as defined aboved. Both 7,*~"*
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and ||PF~'P¥|| will depend on the domain of application, here taken as
spherical domain. See Hodges (1995) for further details.

3.4.2 Cyclone tracking using TRACK

The spatial statistics are computed using the spherical kernel method, which reduces
the biases in relation to a conventional system of projection (HODGES, 1996). Tracks
are initialised using a nearest neighbour method and then refined by minimising a
cost function for track smoothness subject to constraints on displacement distance
in a time step and the track smoothness. The minimization is performed subject
to adaptive constraints on the local displacement and track smoothness (HODGES,
1999). This is the same methodology as previously used by Hoskins and Hodges
(2002). On completion of the tracking, the tracks are filtered to retain only the mobile
systems that, in this study, last at least 2 days (8 time steps) and travel further
than 1000km. Spatial statistics are computed using the spherical kernel method
(HODGES, 1996). The main advantage of this statistical method is that the statistics
are computed directly on the sphere, which reduces the biases that can occur if

computing the statistics on a projection using grid boxes.
3.4.3 Statistics and post-processing

The spatial statistics are computed directly on the sphere using spherical kernel
estimators with local kernel functions, as described in Hodges (1996). The advantage
of this method is it remove the needs to use projections or to perform corrections or
normalizations (HOSKINS; HODGES, 2002).

The track diagnostics consist of the cyclone maximum intensity, track, genesis and
lysis densities and the mean growth and decay rates. The tracking and statistics are

computed for the seasonal periods as explained in Section 3.3.

The densities indicate the spatial distribution of cyclones and are scaled to number
density per month per unit area, where the unit area is 5° spherical cap (~ 10%km?).

The spatial statistics are:

a) Track density: is similar to the total number of systems passing through a
grid box per unit area found in the literature. This field is calculated by

using a single point from each track that is closest to the display grid-point;

b) Genesis density: show the density of where the cyclones initiate (in por-

tuguese ciclogénese). It is calculated from the starting points of the tracks,
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however any track that starts at the first time step of each season is ex-

cluded (to remove the trajetories that cross the season);

c¢) Lysis density: is similar to the genesis, but it shows the density of where
the cyclones disappear (in portuguese ciclélises). This field is calculated
from the end points of the tracks, however any track that ends at the last
time step of each season is excluded (also to remove the trajectories that

cross the season);

d) Mean growth/decay rates: show where there is strong growth (decay) due
to genesis (lysis) and storm increases (decreases), however the growth and
decay of them tends to cancel in the middle of storm tracks due to cyclolysis
and secondary generation. It is calculated from relative vorticity at 850hPa.

Different of previous fields, the mean rates are day .

These fields are shown for both the historical and future projected periods. While the
historical period shows large differences between the model and reanalysis, indicat-
ing the biases of the models representation of the storm tracks, the future projected
changes between the WAMZ and CTRL experiments show small differences, mak-
ing it necessary to use a statistical significance test. Only for the projected future
changes, the Student’s t-test was applied to show if the small differences were statis-
tically significant. This methodology was also applied by Ulbrich et al. (2013). The

Student’s t-test is given by equation

T1 — T2
1812 | S°
N TN,

where T is the mean, S is the standard deviation and N is the sample size; 1 and 2

t= (3.2)

are the samples. The degrees of freedom is the sum of the sample sizes of both groups
minus 2, thus the result is 238. Therefore, the differences between two samples have
statistical significance at 90% (p-value = 0.1), 95% (p-value = 0.05) and 99% (p-value
= 0.01) level for two-tailed tests of 1.651281, 1.969982 and 2.596644, respectively.

While the densities show the spatial distributions of the cyclones, the maximum
intensity distribution is a useful tool for comparing differences in the strength of
cyclones between datasets and seasons. This methodology was applied by Hodges et
al. (2011) to study the cyclone intensities in reanalysis datasets. They are calculated

through a simple search for the minimum value (negative vorticity) within the search
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radius, which was chosen here to be 5° geodesic spherical cap. After, the maximum
intensity in each track is found and it is then binned, for all cyclones below 20°S to
isolate the extratropical cyclones and consider the subtropical cyclones. Finally, the
maximum intensity distributions are then constructed from these binned data for

relative vorticity.

The maximum intensity distributions for relative vorticity at 850hPa are presented
for historical and future projected periods. However, as the maximum intensity dif-
ferences are small for future projected period, the two-sided Kolmogorov-Smirnov
(KS) test was applied to test when and if they are statistically different. Similarly,
this methodology was also performed by Hodges et al. (2011) to test cyclone maxi-
mum intensity distributions in reanalysis datasets. The K.S test is a nonparametric
method that does not depend on any distributional assumptions and is sensitive to
the location and shape of the empirical cumulative distribution functions (ECDFs),
however it has less statistical power than parametric methods. In this study, the K.S
test is used to calculate the K'S D statistic, which measures the maximum distance

between the ECDFs of the two samples and is given by equation

D =" F(2) - Fula) | (3.3)

where F,(X) is the empirical cumulative probability of distribution n, estimated
as F,(z;) = i/n for the i'" smallest data value and likewise F,,(z) is the empirical
cumulative probability of distribution for m. For this test, large p-values are expected
the differences are calculated for the same climate model for the same experiment
type which have similar storm maximum intensity distributions despite ensemble
members having different initial conditions. Thus, relatively high values of D results

in smaller p values.
3.5 Large-scale fields and diagnostics

The large-scale fields are explored to investigate their relationship with the cyclone
statistics. Diagnostic fields have been calculated using monthly means from the
HadGEM2-ES ensemble members and ERA-Interim data, which are:

e 500 hPa geopotential height anomaly;

e baroclinicity, such as maximum Eady growth rate;
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temperature;

global skin temperature, which also represents the sea surface temperature
(SST);

zonal winds;

outgoing longwave radiation;

precipitation.

These fields and diagnostics were chosen to aid the understand of how the large-
scale dynamical fields associated with the storm tracks can give insights in to the

mechanisms behind the biases and future projected changes in the storm tracks.

The 500 hPa mean geopotential height anomaly is calculated by first subtracting
the zonal mean from the full 500 hPa geopotential height field for each month and
then averaging over all months for each season. The geopotential anomalies will be

used to explore the stationary wave patterns.

The baroclinicity is computed as the Eady growth rate maximum (EADY, 1949) and
is given in Hoskins and Valdes (1990) by equation:

)
Oeady = 0.31f | a—z | N (3.4)

where f is the Coriolis parameter, v is the total wind vector, z is the geometric
height (estimated by geopotential height) and N is the Brunt-Vaisila frequency
(calculated from temperature). The baroclinicity is analyzed at the 850 hPa level,
referred to as lower level, and 250 hPa, referred to as upper level, and for the
Southern Hemisphere is multiplied by -1 so that growth is positive. The adjacent
levels used in the calculation of the vertical gradients are the 925 hPa and 700
hPa, and 300 hPa and 200 hPa, respectively. This analysis will be used to show an

energetic perspective of the STs.

The sectorial zonal means of the zonal wind and temperature have been calculated
for latitudes between 90°S and 0° for longitudes between 60°W and 20°E, 35°E
and 115°E, and 150°E and 75°W, which represent the Atlantic, Indian and Pacific
Oceans, respectively, as shown in Figure 3.8. These sectors were chosen with a focus

on the circulation over the major water masses and, in the case of the Atlantic sector,
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to capture circulation changes and biases leeward of the Andes Mountains - South
America (SA)- to Cape Agulhas - South Africa. These diagnostic fields will be used

to show a vertical perspective of the STs.
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Figure 3.8 - Regions for zonal mean of the large-scale fields.
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As a complementary analysis, some diagnostics fields were calculated to aid within

large-scale analyses, which are the kinectic energy (v'v’), meridional heat transport

(v't") and meridional moisture transport (v'q’), all of these at 700hPa level.

3.6 Regional-scale fields and diagnostics

The regional-scale analysis have the almost fields analyzed in the large-scale, but

also were included the fields as follows:

e humidity;

e omega;

e surface latent and sensible heat;

e solar radiation;

e ecvaporation.
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4 STORM TRACK CLIMATOLOGY AND HADGEMZ2-ES ENSEM-
BLE BIASES

The aim of this chapter is to determine how well storm tracks are represented in
the historical experiment of the Hadley Centre Global Environment Model version
2 Earth System (HadGEM2-ES) when contrasted with the European Centre for
Medium-Range Weather Forecasts (ECMWF) Interim Reanalysis (ERA-Interim)
for the period 1979-2005. This will then provide confidence in using HadGEM2-ES
to investigate the importance of the Amazon Forest to the Southern Hemisphere
(SH) Storm Tracks (ST) under future climate scenarios of greenhouse gas emissions,

to be presented in the chapter 5.

The key science questions which will be addressed in this chapter are:

e How well does the HadGEM2-ES Coupled Model represent the Southern

Hemisphere Storm Tracks?

e What are the main factors that contribute to biases in the storm tracks?

This chapter will be divided into three sections, Section 4.1 introduces the storm
track features for the ERA-Interim climatology from 1979-2005 over the Southern
Hemisphere. Section 4.2 focuses on HadGEM2-ES model biases, examining the cy-
clone track density, large-scale mean circulation and cyclone intensity biases. Finally,
Section 4.3 summarizes the chapter with a discussion about the main identified ST

biases.
4.1 Climatology

In this section a ST climatology overview based on the ERA-Interim reanalysis for
the period of 1979-2005 is presented for the SH. A comparison of the ST climatologies
between ERA-Interim with other reanalyses, such as MERRA (RIENECKER et al.,
2011), NCEP-CFSR (SAHA et al., 2010) and others, are presented in Hodges et al.
(2011) while studies of the SH storm track features are presented in Hoskins and
Hodges (2005), Silva (2010), Guia (2010), based on the ERA-40 reanalysis (UPPALA
et al., 2005).

4.1.1 Winter

The ST track densities in winter are presented in Figure 4.1a for ERA-Interim. The

main characteristic of the ST is the spiral from South America, around Antarctic,
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through the Atlantic and Indian Oceans, and to the Antarctic Peninsula (FYFE,
2003; HOSKINS; HODGES, 2005). The largest track density region can be seen around
the Antarctic coast between 120°E, and 80°W due to secondary development around
the Antarctic coast associated with decaying systems moving in from lower latitudes.
The lowest track densities tend to be found to the south of New Zealand and are
most apparent in the winter, and are related to the presence of Rossby waves sources
in the Indian Ocean (INATSU; HOSKINS, 2006).

The genesis density in winter is shown in Figure 4.2a. In general cyclogenesis occurs
throughout the main ST region due to secondary cyclogenesis and downstream devel-
opment (CHANG, 1993; INATSU; HOSKINS, 2004; HOSKINS; HODGES, 2005; HODGES
et al., 2011). More concentrated cyclogenesis occurs in two well-known regions in
the southeast of South America (SA), specifically leeward of the natural barrier of
the Andes Mountains, one stronger in the northeast of Argentina related with the
Subtropical Jet and mountain effect, where strong but shallow cyclonic systems on
the subtropical jet cross the Andes (HOSKINS; HODGES, 2005), and the other in the
extreme south of SA, which is related to where the ST from the Pacific Ocean crosses
the mountains, causing a decay cyclonic systems upstream of the Andes Mountains
and the Antarctic Peninsula, enhanced by ocean-continent temperature contrast
(GAN; RAO, 1991; GAN; RAO, 1994; GAN; RAO, 1996; HOSKINS; HODGES, 2005; RE-
BOITA et al., 2010b). Other major genesis density maxima are found on the Antarctic
coast, the first with center at 65°S e 165°E and a second near to Drake Passage,
with both associated with upstream decay and lysis (Figures 4.4a and 4.3a), which
enhances the local baroclinicity resulting in reinvigoration or secondary cyclogene-
sis. Another cyclogenesis region can be seen close to the Australian coast, also found
by Hoskins and Hodges (2005), and is related with the winter split jet. The region
between 20°S and 50°S is dominated by cyclone growth rates (Figure 4.4a, positive

values) where the maximum can be seen on the east side of Andes Mountains.

Finally, the lysis density in winter is presented in Figure 4.3a. The cyclolysis max-
imum regions are concentrated around the Antarctic coast, with a maximum near
to the Antarctic Peninsula and another at the same longitude of Australia. Also an
important region can be seen on the windward side of the South America related to
where the ST intercepts the Andes Mountains, causing a lysis on the upslope. The
cyclone decay rate regions (Figure 4.4a, negative values) are seen in tropical and
high latitudes around the SH, with a maximum close to the Andes Mountains and

Antarctic coast.
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Figure 4.1 - Extratropical cyclone track climatology for the period 1979-2005.
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ERA-Interim extratropical cyclone track climatology for the period 1979-2005 over South-
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cap (~ 10%%km?).

SOURCE: Author’s production.
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Figure 4.2 - Genesis density climatology for the period 1979-2005.
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Figure 4.3 - Lysis density climatology for the period 1979-2005.
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Figure 4.4 - Mean growth decay rate climatology for the period 1979-2005.
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4.1.2 Summer

The track density for the austral summer is shown in Figure 4.1¢ for ERA-Interim.
The main characteristics of the STs are that they are narrower, more zonal and
symmetric than in the winter season. These differences are associated mainly with
a single eddy-driven jet (Figure 4.17, right column), in contrast with the split jet
during the winter (Figure 4.13, right column), and also with cyclonic systems at high
levels, such as cold vortices, that are less intense and in general have trajectories
over regions of higher latitudes (not shown). The track density maximum is located
between South America and the Antarctic Peninsula, which is related with the
single eddy-driven jet over the South Pacific Ocean and the orography of the Andes
Mountains that tends divert it to the south.

Figure 4.2c¢ shows the regions of cyclogenesis. The two main peaks of genesis density
can be seen over Argentina on the eastern side of the Andes Mountains, one stronger
to the south that occurs mainly as the jet stream moves to a poleward position during
the summer and the other in the northeast, both are also related to mountains effect
(HOSKINS; HODGES, 2005).

Another region of cyclogenesis is seen near the southeast of Brazil around 25°S
(Figure 4.2c¢), which generates cyclones different from those of the classical model
of Bjerknes and Solberg (1922) and the cyclones have subtropical features (hybrid).
Cyclone formation in this region has the same mechanisms as in winter, however
they are weaker due to the poleward jet stream position. This condition is enhanced
by the continent-ocean temperature contrast (GAN; RAO, 1991), the low-level jet east
of the Andes (MARENGO et al., 2004), and moisture advection from northern Brazil
associated with the upper-level circulation, such as a low over northeast of Brazil
and a high over Bolivia and the centre of Brazil. These conditions favour cyclogenesis
and makes the cyclones move poleward and eastward along the southern edge of the
South Atlantic Convergence Zone (SACZ) (TALJAARD, 1972; HOSKINS; HODGES,
2005). Similarly, a genesis region can be seen around 150°W along the southern
edge of the South Pacific convergence zone (SPCZ). There are other cyclogenesis
maxima on the Antarctic Peninsula, that are weaker than those in the winter, near

to Western Australia and over the Indian Ocean as described in Hoskins and Hodges

(2005).

The cyclone growth rates (Figure 4.4c, positive values) are, in general, smaller than
those in the winter with the peak areas found near to the genesis areas. However,

over the cyclogenesis regions close to South Africa, the growth rates are larger than
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in the winter.

Finally, the lysis density is shown in Figure 4.3c. Generally, the lysis pattern in the
summer is similar to the winter season with a slightly reduced maxima in the main
regions near to Antarctic. The cyclolysis peak over South America in this season is
shifted slightly to the south and has smaller magnitude in comparison to the winter
season. Other lysis peaks can be seen in the Eastern Northeast of Brazil related
to the propagation of Easterly Wave Disturbances (GOMES et al., 2015). During the
summer season the mean decay rates (Figure 4.4c) are qualitatively similar in most
parts of the SH, however they have a smaller maximum rate. In comparison with
winter, the decrease of decay rate can be seen in the Andes Mountains, and is slightly

moved to the south.
4.1.3 Transition seasons

The track density climatology for the spring season (Figure 4.1b) has similar fea-
tures to the winter and summer seasons. This pattern was observed by Hoskins and
Hodges (2005), where the transition seasons tend to have similarity with those in
the preceding season, and Shaw (2013), where the less abrupt changes in the SH,
in comparison with the NH, are related to the lack of a leading-order monsoon-
anticyclone transport via planetary-scale waves. The ST over the SH is more zonal
than in winter, however some features over the Pacific and Atlantic are somewhat
similar to the winter season and the spiral tends to be more poleward. The genesis
(Figure 4.2b), lysis (Figure 4.3b) and mean growth decay rate (MGDR) (Figure

4.4b) densities are similar to the patterns discussed in Section 4.1.1 for winter.

The ST during the autumn (Figure 4.1d) is also similar to the spatial pattern in
austral summer, however slightly broader in latitude and less zonal and symmetric.
The genesis (Figure 4.2d) and mean growth decay rate (Figure 4.4d) densities are
similar to summer though the lysis (Figure 4.3d) seems more similar to the winter
season around the coast of Antarctic. These differences will be discussed in Section
4.2.1.
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4.2 HadGEMZ2-ES ensemble biases

This section compares the SH climatology from the 4 HadGEM2-ES ensemble mem-
bers under the Historical experiment with ERA-Interim to assess biases for the pe-
riod 1979-2005 in each season. Storm track statistics are analysed together with the
means of large-scale fields to improve the understanding of the extratropical cy-
clone statistics throughout the discussion. The experimental setup of the historical

experiment is described in Section 3.1.
4.2.1 Storm track density biases

The STs track density biases are calculated for each HadGEM2-ES ensemble member
individually and for the HadGEM2-ES ensemble mean, referred to as HadGEM2-
ES, as the difference between the HadGEM2-ES and the ERA-Interim reanalysis
(HadGEM2-ES - ERA-Interim). The climatology period is 1979 to 2005 for both

datasets.
4.2.1.1 Winter

The austral winter season storm track density biases are shown in Figure 4.5a. In
this season, the model overestimates the cyclone density near to southern Australia
and underestimates the cyclone density around the coast of Antarctic. This reveals
that the HadGEM2-ES model does not represent well the climatological track spiral
(HODGES et al., 2011) over these regions, as shown in Figure 4.1a. In the region
between the Indian and Pacific Ocean, near to 45°S and 120°E, positive biases are
associated with the presence of more cyclones in HadGEM2-ES. This positive bias
region occurs because the ST is too zonal due to not enough of the cyclones moving
polewards. Similar results were found using older generations of models, such as
the ECHAMSb climate model (BENGTSSON et al., 2006). This insufficient poleward
motion is associated with the wrong representation of the stationary wave (Figure
4.14a). In addition, large temperature biases in extratropical latitudes (Figure 4.13,
left column) contribute to enhance the local baroclinicity (Figure 4.12a), as will be

discussed in Section 4.2.2.1.

The winter cyclogenesis biases are shown in Figure 4.6a. Two strong bias regions
are seen over the south of SA during the winter and both occur due to magni-
tude, size and position differences of the cyclogenetic regions between the model
and the reanalysis. The negative bias over Northeast Argentina and Uruguay occurs

because HadGEM2-ES represents the location of the cyclogenesis well in relation
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to ERA-Interim climatology (Figure 4.2a), but with lower density that also extends
further into the Southern Atlantic Ocean. On the other hand, in the central-south
region of Argentina a positive bias can be seen which is more related to a difference
in location rather than differences in magnitude. Further south, between 50°S and
70°S, there is another concentrated genesis/lysis biases associated with the peak of
cyclogenesis (Figure 4.6a) and lysis/decay (Figures 4.7a and 4.8a), that results in
differences associated with location in both fields. These negative biases are also
seen around Antarctic. The biases seen in SA may be related to the model spatial
resolution, which can impact the representation of the orography and cyclone di-
abatic processes especially when the cyclones cross the Andes Mountains. To test
this hypothesis, the orography biases were investigated to determine how well the
model represents the SH mountains with the result shown in Figure 4.9. HadGEM2-
ES represents most parts of the Andes Mountains and Transantarctic Mountains
(over Antarctic Peninsula) that are lower than that used in ERA-Interim (negative
biases), in particular, in the peak regions, such as Mount Aconcagua, the difference

is more than 1250 meters.

Further genesis biases (Figure 4.6a) can be seen over the southeast of Brazil and
South Africa associated with stronger cyclone growth in the HadGEM2-ES model
(Figure 4.8a). Positive biases can also be seen near to the south coast of Australia
indicating that the model represents more cyclogenesis in relation to ERA-Interim
(Figure 4.2a) in this region although the low track densities are well represented

mainly over New Zealand.

For cyclolysis (Figure 4.7a) there are negative biases around Antarctic, which are
related to the incorrect simulation of the spiral of activity towards the Antarctic
coast. On the other hand, a positive bias is found between the south of SA and
the Antarctic Peninsula related to the larger decay rate found in HadGEM2-ES
(Figure 4.8a). The results found for the cyclone growth/decay rate biases (Figure
4.8a) are related to the same spiral pattern. The problem to represent the spiral
pattern toward Antarctic during the winter is directly associated with the track
and genesis underestimation leeward of the mountains, indicating that the cyclones
are not well represented in the Andes Mountains region. Previous studies such as
Tamarin and Kaspi (2017) show that the stationary wave pattern is opposing the
transient nonlinear advection and latent heat release, thus the poleward tendency of
the storms is reduced. In addition, this reduction occurs due the poor representation

of orography and the stationary wave pattern.
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Figure 4.5 - Extratropical cyclone track density biases for the period 1979-2005.
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Differences (HadGEM2-ES minus ERA-Interim) in extratropical cyclone track densities
for the period 1979-2005 over Southern Hemisphere in: (a) JJA; (b) SON; (c) DJF; and
(d) MAM. In figure (d) the locations where orography is above 850hPa are shaded with
grey color. Densities are in units of number density per month per unit area, where the
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SOURCE: Author’s production.
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Figure 4.6 - Genesis density biases for the period 1979-2005.
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Differences (HadGEM2-ES minus ERA-Interim) in genesis densities for the period 1979-
2005 over Southern Hemisphere in: (a) JJA; (b) SON; (c¢) DJF; and (d) MAM. Densities
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SOURCE: Author’s production.
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Figure 4.7 - Lysis density biases for the period 1979-2005.
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SOURCE: Author’s production.
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Figure 4.8 - Mean growth decay rate biases for the period 1979-2005.
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1979-2005 over Southern Hemisphere in: (a) JJA; (b) SON; (c¢) DJF; and (d) MAM. In
figure (d) the locations where orography is above 850hPa are shaded with grey color.
Densities are in units of number density per month per unit area, where the unit area is
equivalent to a 5° spherical cap (~ 10km?).

SOURCE: Author’s production.
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4.2.1.2 Summer

The cyclone track density differences between HadGEM2-ES and ERA-Interim in
the summer season are shown in Figure 4.5, and show relatively small magnitudes
of bias possibly because the storm track is more zonal than in the winter (Figures
4.1c and a). In summary, the summer storm tracks are more concentrated between
the latitudes 60°S and 50°S with the exception of the Atlantic Ocean that is slightly

wider near to SA.

The track density differences (Figure 4.5¢) are slightly smaller than winter though
the distribution is more concentrated. The main differences can be seen around the
Antarctic and in equatorward latitudes. In the Pacific Ocean can be seen biases
around the Antarctic coast and a larger positive bias towards New Zealand, which
is explained by fewer cyclones that move from the South Australia coast and Tas-
man Sea in comparison with ERA-Interim. The bias magnitudes are similar to the
winter season in this region. In the Atlantic sector the storm tracks have similar
bias magnitudes to the winter season, with the main biases close to SA. In summer,
according to the climatology, cyclones tend to cross the Andes Mountains slightly
to the north which can reduce the model overestimation of tracks in this region.
HadGEM2-ES tends to represent more cyclones on the equatorward flank of the ST

over the Indian and Pacific Oceans.

Figure 4.6¢ shows the summer genesis density differences, this indicates a negative
bias over the Northeast of Argentina, Uruguay and the extreme south of SA though
the model represents the position of this cyclogenesis well. The summer genesis
climatology in this region shows a decrease in comparison with the winter season
(Figures 4.2c and a). The other two cyclogenesis regions, in the southeast of Brazil
and south of Argentina, shows the model represents the position and magnitude

well, however with some small differences.

For other cyclogenesis regions (Figure 4.6¢), the HadGEM2-ES has a good repre-
sentation of the position of the cyclogenesis around the Australia coast though with
stronger values in relation to ERA-Interim (Figure 4.2¢). In these regions, the model
also tends to underestimate the growth rate as shown in Figure 4.8c. As discussed
before, this pattern is related to the zonal temperature differences that will be dis-

cussed further in Section 4.2.2.2.

The lysis density biases for the summer season are shown in Figure 4.7c. The results

indicate that the main negative biases occur in the Indian Ocean, near to Antarctic,
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and over the Antarctic Peninsula. A positive bias can be seen to the west of the
Andes Mountains and over the Drake Passage. As discussed before, these patterns
are associated with the track distribution narrowing and with the difficulty of the
model to represent the cyclones that cross the Andes Mountains (mountain effect and
lysis on the upslope, Section 4.2.1.1). This indicates that the HadGEM2-ES tends
to reduce the cyclones before and underestimate them after the Andes Mountains,
which can also be explained by the negative bias cyclone decay rate in the Figure
4.8c.

4.2.1.3 Transition seasons

The biases during the spring and autumn season are similar to those in the preceding
season. The track density biases in the spring (Figure 4.5b) show the same but
weaker positive bias area over southern Australia during the winter, however with
an addition of increased positive/negative biases south of New Zealand. Negative
track density biases over the Pacific Ocean around 40°S are stronger than winter,
which are related to the rapid disappearance of two waveguides, as will be discussed
further in Section 4.2.2). Genesis density biases in the spring (Figure 4.6b) show
the positive/negative peaks over South America. In addition, the region around
the Antarctic coast is weaker than winter. Positive lysis biases (Figure 4.7b) over
south of the Tasman Sea in spring is stronger than other seasons. The MGDR is
more similar to the winter season, except in the southeast of Brazil where there is a

decay.

The autumn season track density biases (Figure 4.5d) are similar to the summer
season (Figure 4.5¢), but increased positive bias peaks are observed in the latitude
of 60°S. The genesis biases (Figure 4.6d) are more similar to the winter season, but
in the region over Weddell Sea the bias signal is opposite. This pattern is related to
the model resolved orography over the Transantarctic Mountains and the latitudinal
tilt of the ST which begins to appear during the autumn. Lysis biases (Figure 4.7d)
are concentrated around the Antarctic coast and are similar to the winter and spring
seasons. The autumn MGDR biases (Figure 4.8d) are opposite on the east coast of
Africa and over the Weddell Sea in comparison with summer, however the spatial
pattern is somewhat similar to the summer. Negative MGDR bias east of Argentina

are weaker than winter only.
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4.2.2 Large-scale biases

Before presenting the large-scale bias results comparing the mean flow, the maximum
Eady growth rate for the ERA-Interim climatology was calculated to provide a frame
of reference to the HadGEMZ2-ES biases, which will be discussed in the next sections.
The baroclinic instability represents the growth of cyclones in extratropical regions
and, in this way, it is possible to link regions of cyclogenesis and cyclone growth rate

with the large-scale environment.

The maximum Eady growth rate for ERA-Interim in the SH winter is shown in
Figures 4.10a and 4.10b for 250 and 850hPa respectively. This shows that the baro-
clinicity is largest in the winter season when contrasted with summer, shown in
Figures 4.10e and 4.10f, with peak values found in the vicinity of the subtropical
jet. Also seen are strong values around Antarctic that are linked to the strong po-
lar vortex during the austral winter. The strong values found in the vicinity of the
Madagascar Island, South coast of Australia and South America correspond with the
climatological cyclogenesis and cyclolysis features. The spiral pattern found in the
track density is also seen in the latitude of maximum Eady growth rate at 850hPa
(Figure 4.10f), which is largest in the vicinity of the SH ST. The winter bias (Figures
4.11a and 4.12b) indicates the model tends to underestimate the baroclinicity in the
subtropical jet over all the SH, on the other hand, there is an overestimate at the

latitudes of the polar jet. These results will be discussed in Section 4.2.2.1.

The summer baroclinicity is shown in Figures 4.10e and 4.10f. In this season the
baroclinicity is more zonally symmetric and weaker than winter at both levels with
some track features, such as genesis and growth rate, also found close to the Eady-
growth rate peaks. Strong baroclinicity at 850hPa is found in the southeast of SA,
south of South Africa and in the region that extends from Australia towards New
Zealand. Although the main patterns are well represented, HadGEM2-ES tends to
underestimate the baroclinicity at 850hPa, as shown in Figure 4.12¢c. The positive
summer biases at 250 hPa (Figure 4.11¢) indicate a model overestimation of the jets
in the SH, which can be related with the narrowing of the storm tracks. Also, the
bias values at the same level in high latitudes, over 50°, are close to zero. These

results will also be discussed in Section 4.2.2.2.

The baroclinicity during the transition seasons have similarity with those in the
succeeding seasons, as shown in Figures 4.10c and d for spring and Figures 4.10g

and h for autumn, and will be compared in Section 4.2.2.3.

70



Figure 4.10 - Maximum Eady growth rate climatology for the period 1979-2005.
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4.2.2.1 Winter

The upper level winter biases in baroclinicity (Figure 4.11a) indicate three bias rings,
one in the climatological polar jet region at extratropical latitudes where the model
tends to overestimate the baroclinicity and the other two rings, on the subtropical
flank jet region and another around Antarctic, where there is an underestimation.
In the Antarctic region the model indicates less baroclinicity which may be related

to the representation of the polar vortex in this season (SIMPSON et al., 2013a).

During the winter season the jets are split with the polar jet between 60°S and
40°S, and the subtropical jet, between 30°S and 20°S, as shown in the Figure 4.13
(black lines contour) for Atlantic (b), Indian (d) and Pacific (f) Oceans for ERA-
Interim. HadGEM2-ES tends to show a decrease in the wind speed associated with
the eddy-driven jet, however the subtropical jet has positive speed biases and is fur-
ther equatorward in relation to the climatological position. These biases correspond
with the strong positive baroclinicity bias at 250 hPa (Figure 4.11a), and over the
Indian Ocean towards New Zealand are related to the poor representation of the

winter split jet which is quite typical in climate models.

The zonal mean temperature biases are shown for the Atlantic (Figure 4.13a), Indian
(Figure 4.13c) and Pacific (Figure 4.13e) Oceans, where the model indicates negative
biases in all oceans from the high-middle troposphere levels at the pole towards lower
levels in tropical regions. The peak negative biases are found at upper levels (300-
100 hPa) in latitudes between 60°S to 40°S, which are associated with the displaced
representation of the polar jet at upper levels in the HadGEM2-ES over the southern
oceans. On the other hand, positive maxima can be seen in the Indian Ocean (Figure
4.13c) near to the pole that extends from lower to middle levels, which indicates that
the HadGEM2-ES tends to overestimate the temperature in the Antarctic region.
Previous studies such as Jones and Harpham (2013) found that temperature biases
are largest at polar latitudes in the ERA-Interim reanalysis mainly in the autumn
and winter seasons, which is much colder than direct measurements. This indicates
that biases could be larger than shown in Figure 4.13c. These patterns, associated
with the split jet speed bias and the bias in the spiral representation of the ST in
the model, corresponds with the Eady growth negative bias observed around the
Antarctic, and the positive bias observed in the Indian Ocean between the latitudes
of 40°S and 30°S.
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Previous studies such as Taljaard (1972), Rao et al. (2002), Hoskins and Hodges
(2005), Inatsu and Hoskins (2006), Woollings (2010), show that the jets commonly
split in the time mean in this region and act as two waveguides for most of the
time, which create two branches of the storm tracks over the SH (BERBERY; VERA,
1996; CHANG, 1999; RAO et al., 2002; NAKAMURA; SHIMPO, 2004; INATSU; HOSKINS,
2006). Inatsu and Hoskins (2006) show that the split jet occurs due to propagation
of Rossby Waves associated with the cross equatorial flow and the monsoon in the
subtropical Indian Ocean. Also, Hoskins and Ambrizzi (1993) show that a slower jet
can reduce the meridional shear which results in a less poleward waveguide, which
could contribute in HadGEM2-ES (Figure 4.13b, d and f) to more dissipation at the
poles and more waves propagating out of the jet towards tropical latitudes. The com-
bination of these factors associated with track density biases (Figure 4.5a) indicate
that HadGEM2-ES does not represent the jet spatial and seasonal variability, such
that more biases occur in this region and extend through the Pacific and Atlantic

Oceans.

The slow and equatorward shift of the eddy-driven jet and track density biases are
supportive of the hypothesis that HadGEM2-ES may have different Rossby Wave
trains than seen in reanalyses. To test this hypothesis, the sea surface temperatures
(SST), 500hPa geopotential height zonal anomaly and precipitation were investi-

gated to indicate biases that can affect directly the stationary wave patterns.

Figure 4.15a show an SST positive bias at extratropical latitudes over the Atlantic
towards the Indian Ocean which corresponds with the positive geopotential anomaly
biases (Figure 4.14a) over this region during the winter. This seems to indicate that
the SSTs contribute to a change in the Rossby Wave train (CAI et al., 2011), which
results in a change of the location of centres of geopotential anomalies (Figure 4.14a)
and consequently of the waveguides over the southern oceans. Besides, the precipi-
tation biases (Figure 4.16a) in the Indian Ocean, associated with the monsoon, and
Indonesia region may partially contribute to a change the split nature of the SH jets,
occasioning jet and track density biases via Rossby wave biases over the Indian and
Pacific Oceans in particular. Kidston and Vallis (2012) have discussed the relation-
ship between the speed and the latitude of an eddy-driven jet in a simple barotropic
model. They found that when the wind speed is increased the jet shifts poleward
because of increase of the meridional shear and reduces the absolute vorticity gra-
dient on the flanks of the jet. Therefore, the results found here are consistent with
the Kidston and Vallis (2012) results.

73



The 500hPa geopotential height zonal anomaly biases and ERA-Interim geopotential
height climatology (black lines) are shown in Figure 4.14. During the winter (Fig-
ure 4.14a) the negative biases between latitudes of 40°S and 20°S in the Atlantic
Ocean are related to the representation of the cyclogenesis over the northeast of Ar-
gentina/Uruguay which is slightly displaced to the adjacent ocean (Figure 4.6a) and
consequently more cyclones propagate toward Africa. Although the model shows
more baroclinicity at the 250hPa level (Figure 4.11a) and less geopotential height
(Figure 4.14a), this storm track pattern is observed mainly above 30°S (Figure 4.5a).
Other negative biases (Figure 4.14a) are observed at extratropical latitudes, one in
the Indian Ocean (80°E and 150°E) that corresponds with the track density positive
bias peaks (Figure 4.5a) and the model reduced spiral toward the Antarctic (Figures
4.1a and 4.5a), and the other in the Pacific Ocean (140°W and 80°W), where a pos-
itive bias in track density is seen (Figure 4.5a). However, the geopotential positive
biases (Figure 4.14a) are also found in the three ocean basins, where the maximum
is over the extratropical region between 40°W and 60°E, near to south of South
Africa. This region has two common problems seen in climate models, the ocean
currents and the sea surface temperature (WOOLLINGS et al., 2010).

According to O’Reilly and Czaja (2015) in the North Pacific Ocean there is a relation
between the ocean fronts and the downstream dynamics. In this way, they suggest
there can be a similar pattern over the South Atlantic, with the Agulhas Front
having a direct relation with the interaction between the variability of the Agulhas
Current and the downstream dynamics, thus influencing the lower level baroclinicity.
This relation was also found by Nakamura (2012). The poor representation in the
models, associated with the SST biases (Figure 4.15a), may also contribute to the

strong storm track biases found in the Indian Ocean.

Continuing the discussion of Figure 4.14a, two other positive biases are found in the
Pacific Ocean, one near to New Zealand towards Antarctic and the other close to
South America, that contribute to the track density negative biases (Figure 4.5a)

observed over these regions.
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Figure 4.11 - Maximum Eady growth rate biases at 250hPa for the period 1979-2005.
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Maximum Eady growth rate (day~!) biases (HadGEM2-ES minus ERA-Interim) at upper
levels (250hPa) for the period 1979-2005 over Southern Hemisphere: (a) JJA; (b) SON;
(c) DJF; and (d) MAM.

SOURCE: Author’s production.
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Figure 4.12 - Maximum Eady growth rate biases at 850hPa for the period 1979-2005.
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Maximum Eady growth rate (day~!) biases (HadGEM2-ES minus ERA-Interim) at lower
levels (850hPa) for the period 1979-2005 over Southern Hemisphere: (a) JJA; (b) SON;
(c) DJF; and (d) MAM. The locations where orography is above 850hPa are shaded with
grey color.

SOURCE: Author’s production.
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Figure 4.13 - Zonal mean temperature and zonal wind in winter for the period 1979-2005.
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Figure 4.14 - Geopotential height anomaly biases at 500hPa for the period 1979-2005.
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SON; (¢) DJF; and (d) MAM. Black line contours show ERA-Interim climatology for the
same period and dashed contours indicate negative values.

SOURCE: Author’s production.
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Figure 4.15 - Sea surface temperature biases for the period 1979-2005.

_.{60°E  60°W : 5 N : .- {60°E

ooe oow{ -\ b (LT (8 00 UL VR ) oo

/1120 120w 120

|60 60°Wh . {60°E

“190°E Q0°W! - v\ befodfef:-

90°E

120°E 120W[ 20

150°W 180° 150°E

45 -4 35 3 25 2 15 1 15 2 25 3 35 4 45

Sea surface temperature (°C') biases (HadGEM2-ES minus ERA-Interim) for the period
1979-2005 over Southern Hemisphere: (a) JJA; (b) SON; (c) DJF; and (d) MAM. Black
line contours show ERA-Interim climatology for the same period and blue line contour
indicate 0°C.

SOURCE: Author’s production.
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Figure 4.16 - Precipitation biases for the period 1979-2005.
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with 1, 3, 5 and 10 intervals. SOURCE: Author’s production.
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4.2.2.2 Summer

During the austral summer the jets (Figures 4.17b, d and f) tend to move poleward
and as a result the two wave patterns disappear, with this change being reflected
directly in the storm track pattern (Figure 4.1c) (CHANG, 1999; RAO et al., 2002;
HOSKINS; HODGES, 2005; INATSU; HOSKINS, 2006; RIVIERE, 2011). Although the
main ST pattern is well represented in HadGEM2-ES it tends to underestimate the
baroclinicity in tropical and extratropical latitudes, as shown in Figure 4.11c and
4.12c.

In contrast with the winter baroclinicity biases (Figure 4.11a), where the maximum
biases were found in the Indian Ocean, during the summer the largest biases are
found in the Pacific Ocean (Figure 4.11c) at upper levels. Positive biases can be
seen on the equatorward side of the climatological position of the ST which may be
related to the narrowing of the storm tracks at 250hPa. Two negative bias peaks are
found to the south of South Africa and Australia and adjacent oceans (Figure 4.11c).
In the northeast of Argentina and Uruguay other minor negative baroclinicity bias
is observed and this area corresponds with the track (Figure 4.5¢), genesis (Figure
4.6¢) and mean growth negative biases (Figure 4.8c). The baroclinicity biases at 250

hPa in the high latitudes, over 50°S, are close to zero.

The maximum Eady growth rate biases at lower levels (850hPa) for the summer
season are shown in Figure 4.12c. There is a positive baroclinicity bias over the
east of Argentina that are associated with the poleward movement of the ST caused
by the single eddy-driven jet in this season. This does not correspond with the
genesis and MGDR density biases (Figures 4.6¢ and 4.8c), which are opposite in
sign (positive for baroclinicity at 850hPa and negative for genesis density), however
are similar to the winter season. Other positive biases are observed at equatorward
latitudes and these correspond well with the positive track density biases (Figure
4.5¢). The New Zealand positive biases also occur during the summer and may
be related to the stationary wave pattern that will be discussed further later. The
negative baroclinicity biases are found in the extratropical latitudes of the Atlantic
Ocean and between 45°S and 60°S in the other oceans, which also correspond well

with the negative track density biases (Figure 4.5¢).

The summer temperature zonal mean (Figure 4.17a, ¢ and e) indicates that the cold
biases at upper levels (300-100 hPa) are weaker and more poleward (around 70°S)
than in winter over the southern oceans. The temperature positive bias pattern

persists at the tropopause (above 50hPa) over tropical latitudes in the summer

81



season, and may indicate a systematic error because it can also be seen in autumn

and spring (Figures 4.19 and 4.18).

The zonal mean zonal wind biases (Figures 4.17b,d and f) show that the jet biases
extend from upper levels toward lower levels. Simpson et al. (2013a), Simpson et al.
(2013b) found the same pattern which may indicate a link with the Southern Annu-
lar Mode (SAM) during the summer season because of a lack of negative feedbacks
from planetary waves and a delay in the breakup of the polar vortex. In general,
the summer zonal wind biases are smaller than in other seasons related with the
better representation of the single eddy-driven jet in this period. Another possibil-
ity is suggested by Sun et al. (2014), who found that ozone depletion can delay the
polar vortex breakup, inducing a deep response in planetary wave drag and asso-
ciated eddy-driven circulation. Vasconcellos (2012) investigated the ozone extreme
concentration impacts in a GCM idealized experiment and found that under ozone
maximum scenario a SAM negative phase for January and April and SAM positive
phase for July and November, while opposite phases were found under minimum Os
scenario. Therefore, the jet position biases seem associated with upper temperature
negative biases with the probable effects on the track density biases (Figure 4.5¢) in
the SH oceans.

The results during the summer also support the hypothesis that HadGEM2-ES
has a different Rossby waveguide compared with ERA-Interim, as described above
for winter. During the summer, SST positive biases peaks over the Atlantic and
Indian oceans at a latitude of 70°S (Figure 4.15¢). Consequently, a strong zonal
wind bias over the Indian Ocean that extends from surface to high levels, is strong
on the equatorward side of the jet and weaker on poleward side around 250hPa
(Figure 4.17d). This jet cross the Indian Ocean toward Pacific Ocean and enhance
the baroclinicity at upper levels mainly over Australia and New Zealand, as shown in
Figure 4.11c. These differences occur over a well-known region of the Rossby Wave
source during DJF (SHIMIZU; CAVALCANTTI, 2011) and it seems to indicate a change
of the waveguide, storm track and precipitation (Figure 4.16¢) over the Southern

Hemisphere.

Similar to the other large-scale biases, the 500 hPa geopotential biases (Figure 4.14c¢)
in the summer are also much weaker than in winter, however, only the SST biases
(Figure 4.15c) are stronger. The large negative geopotential bias peak near to New
Zealand is related to the positive bias in the lower troposphere over high latitudes

that result in a geopotential slightly higher relative to ERA-Interim. This result

82



corresponds with previous studies, such as Hoskins and Hodges (2005) that found
the same region near to New Zealand is also a region with a maximum of anticyclone
genesis, which is more intense in the autumn and summer. In this way, the zonal wind
anomalies around this low height bias can increase the flow equatorward of south
Australia and poleward of 50°S/60°S, which are consistent with the track density
bias dipole (Figure 4.5¢) close to New Zealand in a region where the storm track
densities are most polewards (Figure 4.1c). These results are consistent with the
patterns at 500hPa found by Ummenhofer et al. (2013) using a GCM model where
it seems to be related to the blocking systems displaced over this region (Figure
4.14c). Besides, this pattern is also consistent with the negative lysis biases (Figure
4.7c) on the Antarctic coast around 150°W and the positive genesis biases (Figure
4.6¢) over the east of New Zealand and the Tasman Sea. Also, HadGEM2-ES tends
to represent larger geopotential height anomalies in this region and this pattern can
help to explain the fewer cyclones near to Antarctica and more cyclones over the

equatorward side of the ST in the track density biases (Figure 4.5¢).

During the austral summer the SST biases are stronger than in winter as shown in
Figure 4.15¢c. The positive bias peaks over the Atlantic and Indian oceans seem sim-
ilar to the winter season, however, those in the Pacific Ocean are amplified towards
the equator between longitudes of 90°W and 180°W. These regions correspond with
the negative track density biases (Figure 4.5¢) and baroclinicity at the lower level
(Figure 4.12c). Over tropical latitudes the negative biases are weaker than winter,
particularly in the Atlantic and Pacific oceans, and other peaks are found over the

Indian Ocean close to southern South Africa.

83



Figure 4.17 - Zonal mean temperature and zonal wind in summer for the period 1979-2005.
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4.2.2.3 Transition seasons

The baroclinicity biases at upper levels (250hPa) (Figure 4.11b) for the spring season
have a symmetric, zonal and extensive biases over the SH, similar to the winter
season, with a negative bias ring at high latitudes (over 60°S) and positive biases
over extratropical latitudes (between 60°S and 30°S). The HadGEM2-ES model
tends to represent the SSTs that are warmer over extratropical latitudes (Figure
4.15b) and it may be related to problems in the model physics to represent cloud
feedbacks (LIN et al., 2014). The biases over the Pacific Ocean and Antarctic are
stronger than winter. The autumn upper level baroclinicity biases (Figure 4.11b)
are somewhat similar to the summer, except in the Australia region, which has the

same bias features as the winter.

Different from other fields analysed, the baroclinicity spatial pattern at lower lev-
els (850hPa) during the transition seasons are similar with those in the following
seasons. Spring season baroclinicity bias peaks (Figure 4.12b) over South America,
Australia and Pacific are stronger than any other season. Indian Ocean positive bias
peaks are observed from the southern sector of South Africa toward New Zealand
(approximately 45°S), however an increased negative biases over Pacific middle lati-
tudes are stronger than any other season. The autumn lower level baroclinicity biases
(Figure 4.12d) are smallest of the all the seasons and the spatial pattern is similar
to winter. The Atlantic Ocean has the largest negative biases during autumn, which
is related to the start of the twin waveguide patterns discussed in this Section for
the winter season (4.2.2.1).

Spring temperature biases are similar to the winter season with cold biases around
the middle and high latitude tropopause and warm biases in both regions at lower
levels. Upper level cold biases are larger than in the other seasons over the high
latitude stratosphere and are related to a delay in the stratospheric final warm-
ing, breakup of the polar vortex, in the models (CHARLTON-PEREZ et al., 2013;
GARFINKEL et al., 2013; SIMPSON et al., 2013a). Charlton-Perez et al. (2013) used
the CMIP5 ensemble dataset, including the HadGEM2-ES model used here, and
found this bias in both hemispheres. Barnes and Garfinkel (2012) and Garfinkel et
al. (2013) studied the dynamical mechanism of eddy momentum flux convergence
and found a link between the delay in the vortex breakup to a lack of parametrized
surface roughness mainly over the Indian Ocean, which results in a wind bias that

affects the stratosphere.

Recent studies show that the links between some aspects of the increase in the
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surface drag with the poleward shift of the eddy-driven jet (ROBINSON, 1997; CHEN
et al,, 2007) link the jet latitude with the speed (KIDSTON; VALLIS, 2012). In this
way, studies such as Garfinkel et al. (2013) and Edson et al. (2013), highlighted
the importance of changing the Charnock parameter * (CHARNOCK, 1955) to larger
values based on recent observations with the resultant increase in surface drag and
decrease in wind speed. McLandress et al. (2011) studied the systematic bias of
a delayed springtime breakdown of the SH stratospheric polar vortex and found
that it is linked with the missing orographic gravity wave drag associated with
subgrid scale islands near 60°S in the southern oceans. Garfinkel and Oman (2018)
applied the McLandress et al. (2011) methods using the NASA Goddard Earth
Observing System Chemistry-Climate Model and found that the orographic drag
from these small islands over the SH has impacts for the surface climate, since
biases in tropospheric jet position are also partially improved. Butchart et al. (2011)
investigated the stratospheric climate and variability from simulations of chemistry-
climate models and found similar cold biases in the lower stratosphere. Therefore,

the previous results are similar to those discussed here for the spring season.

The temperatures cross sections during the autumn season (Figure 4.18) are similar
to summer, however the warm biases at lower levels over middle and high latitudes
are weaker. This warm bias pattern corresponds with the SST warm biases (Figure

4.15) and are very similar to the summer season but slightly weaker.

The zonal wind cross sections in the transition seasons have similar features to
austral winter, which show a split jet in the Indian (Figures 4.18d and 4.19d) and
Pacific Oceans (Figures 4.18f and 4.19f) (see Section 4.2.2.1 for winter), with the
autumn split jet less well defined than spring. Spring season biases are negative on
the poleward side of the polar jet core (between 60°S and 50°S) at all levels, which
indicates a poor representation of the climatological split jets mainly over the Indian
and Pacific Oceans, also similar to the winter season. The spring season (Figure 4.18)
has the largest upper level biases of any season, with increased biases throughout the
stratosphere, and seems also associated with the cold stratospheric biases discussed
before and helps to explain the large track density biases (Figure 4.5b) over southern
Australia. On the other hand, the autumn season has the smallest biases and the
main negative peak over the Atlantic indicates a weaker representation of the jet

stream.

Finally, the geopotential height anomaly biases for the transition seasons (Figures

1Tt accounts for increased roughness as wave heights grow due to increasing surface stress.
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4.14b and d) are spatially different to the other seasons. The spring biases (Figure
4.14) are concentrated from the Indian Ocean towards the Pacific Ocean. Negative
height peaks are found in the Indian Ocean, however there are positive height biases
mainly in the Pacific, thus both regions correspond with the extension of the large
storm track tilt biases (Figure 4.5b).
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Figure 4.18 - Zonal mean temperature and zonal wind in spring for the period 1979-2005.
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Figure 4.19 - Zonal mean temperature and zonal wind in autumn for the period 1979-2005.
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SOURCE: Author’s production.
89



4.2.3 Cyclone intensity biases

The cyclone intensity biases are calculated using the vorticity field at 850hPa for
each HadGEM2-ES ensemble member individually and for the HadGEM2-ES av-
erage as the difference between the HadGEM2-ES and the ERA-Interim reanalysis
(HadGEM2-ES - ERA-Interim). The climatology period is 1979 to 2005 for both
dataset.

4.2.3.1 Cyclone count

Results show that the number of cyclones identified, shown in Table 4.1, in
HadGEM2-ES are less than in ERA-Interim in all seasons, with greater biases dur-
ing MAM. In general, the differences in numbers are relatively small and may be
associated with two main factors. First, the model tends to represent fewer cyclones
possibly due to the lower spatial resolution when compared with the reanalysis.
Hodges et al. (2011) shows that ERA-Interim with higher resolution compared to
older reanalyses (low resolution) has a significant improvement in cyclone represen-
tation especially over the SH. These biases may also be related to the representation
of the Andes that can affect directly the genesis number. Secondly, the model tends
to simulate a single jet stream during SON, which causes a faster disappearance
of the winter split jet and reduces the number of cyclones and cyclogenesis mainly
over the Pacific and Atlantic Ocean (Figure 4.18b,d). However, the inverse occurs in
the autumn season, which shows a split jet over Pacific Ocean in the ERA-Interim
climatology (Figure 4.19f, black contour lines) while the model tends to single jet
(Figure 4.19f, negative biases in the split jet core). Therefore, these biases partially
contribute to the underestimation of the number of cyclones over the Southern

Hemisphere.
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Table 4.1 - Number of cyclones per month for each season that are found in the Southern
Hemisphere extratropics (90°S,20°S) for the period 1979-2005. Abbreviations:
EM, Ensemble Member.

Experiment JJA- SON DJF MAM

HadGEM2-ES EM 1 130.7 124.1 109.0 122.5
HadGEM2-ES EM 2 1314 121.2 108.4 120.8
HadGEM2-ES EM 3 131.5 121.8 108.8 122.1
HadGEM2-ES EM 4 130.7 123.1 108.1 122.9

HadGEM2-ES 131.1 122.6 108.6 122.1
ERA-Interim 134.0 1249 111.9 126.0
Differences -2.9 2.4 -3.3 -3.9

SOURCE: Author’s production.

4.2.3.2 Maximum intensity distribution

The austral winter has the highest number and intensity of cyclones of all seasons,
shown in Figure 4.20. The ERA-Interim (dashed black line) has larger intensity
magnitudes and higher numbers of cyclones of 19.87 per month for cyclones with
vorticity of -6.5x107°s™!. These results are consistent with Hodges et al. (2011).
The HADGEM2-ES (Figure 4.20, solid black line) represents very well the number
of cyclones during the winter season, however tends to underestimate the intensity
of cyclones, indicating that the distribution is shifted to weaker intensity values. The
winter storm track has the largest biases discussed in the results (see Section 4.2.1.1
and 4.2.2.1). The maximum standard deviation is 0.53 cyclones per month for this
distribution. HadGEM2-ES EM3 (Figure 4.20,dashed green line) has the maximum

1

number of cyclones (20.06) for vorticity of -6.5x107°s™! and the most near to the

total cyclones (131.5) in relation to climatology (134.0) in this season, as shown in
Table 4.1.
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Figure 4.20 - Maximum intensity distribution for JJA during the period 1979-2005.
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The summer season ERA-Interim intensity distribution (Figure 4.21, dashed black

line) is narrower and weaker than all seasons. Hodges et al. (2011) also obtained

similar results for other reanalyses. In contrast to the austral winter (Figure 4.20),
the HadGEM2-ES (Figure 4.21, solid black line) distribution is also slightly shifted to

weaker cyclones, but overestimates the number of cyclones particularly for vorticity

between -2 and -6x107°s™!, where the maximum number of cyclones (15.92) for
the summer season occurs (Figure 4.21, dashed black line). Althought HadGEM2-

ES has more cyclones during the peak (16.88), fewer cyclones are simulated during

the summer season and the total difference is -3.3 cyclones per month in relation

to ERA-Interim, as shown in Table 4.1. The maximum standard deviation is 0.46

cyclones per month for this distribution.

Figure 4.21 - Maximum intensity distribution for DJF during the period 1979-2005.
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The spring maximum intensity distribution is shown in Figure 4.22. In general, the

spring season is very similar to the winter season, but with fewer cyclones during
the peak of the season, 18.05 against 19.87 (winter), for vorticity -6.0x1075s~. The
HADGEM2-ES (Figure 4.22; solid black line) also represents well the number of

cyclones in this season and the total difference in relation to ERA-Interim is the

smallest, -2.4 cyclones per season (Table 4.1). Though the smallest difference, the

spring storm track has some of largest biases discussed in the results (see Section

4.2.1.3 and 4.2.2.3). The model also tends to underestimate the intensity of cyclones

and the distribution is shifted to weaker intensity values. The maximum STD is 0.66

cyclones per month for this distribution, the largest of all seasons.

Figure 4.22 - Maximum intensity distribution for SON during the period 1979-2005.

#/month

25
—— HadGEM2-ES hist.
== = ERA-Interim

HadGEM2-ES EM1
HadGEM2-ES EM2

20 1 HadGEM2-ES EM3
HadGEM2-ES EM4

.. -\ )
_,'.",/ e, HadGEMZ2-ES hist. STD
‘/‘/ R R
15 -
10 /
(]
1
(]
(]
i /]
> /
0 T T T T T T I.- 1
0 2 4 6 8 10 12 14 16 18

Maximum relative vorticity (107>s~1)

As in Figure 4.20 but for spring (SON).
SOURCE: Author’s production.

94



HadGEM2-ES EM2 (Figure 4.22, dashed orange line) and EM3 (Figure 4.22,
dashed green line) has the maximum number of cyclones (18.12) for vorticity of
-5.5x107°s7!, although the HadGEM2-ES EM1 (Figure 4.22, dashed blue line) total
cyclones (124.1) has the smallest difference (0.8) in relation to climatology (124.9)
of all seasons (Table 4.1).

The autumn season ERA-Interim intensity distribution (Figure 4.21, dashed black

line) is similar to the summer season, but less narrow and stronger. The HadGEM2-

ES (Figure 4.23, solid black line) distribution is also shifted to weaker cyclones

and the maximum number of cyclones is 17.23 for vorticity -5.5x10~°s~!, while for
ERA-Interim is 17.5 for vorticity -6.5x107 5571,

Figure 4.23 - Maximum intensity distribution for MAM during the period 1979-2005.
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In contrast with the spring season, the autumn total cyclone difference is the largest
of all seasons, -3.9 cyclones per season (Table 4.1), but the storm track has fewer
biases (see Section 4.2.1.3 and 4.2.2.3). The maximum standard deviation is 0.36
cyclones per month for this distribution, the smallest of all seasons, indicating that
the HadGEM2-ES ensemble members agrees between their.

4.3 Discussion and conclusion

In summary, the ST activity is constrained between 20°S and 70°S over the SH
and the maximum track densities can be seen on the poleward side. The genesis
densities and growth rates tends to be found at equatorward latitudes and the lysis
densities and decay rates at poleward latitudes, close to the Antarctic coast. These
figures show the cyclone distributions are very similar to that obtained from previous
studies from synoptic charts analysis (TALJAARD, 1972; GAN; RAO, 1991), older
reanalyses (SINCLAIR, 1994; SINCLAIR, 1995; SINCLAIR, 1997; HOSKINS; HODGES,
2005; HODGES et al., 2011) and climate models (BENGTSSON et al., 2006; CHANG et
al., 2013).

The use of HadGEM2-ES, a modern earth system climate model and the ERA-
Interim reanalysis together with objective cyclone tracking techniques has enabled
a detailed view of the Southern Hemisphere storm tracks and an assessment of the
performance of HadGEM2-ES with respect to cyclones and the STs. The comparison
of the cyclone tracking statistics were performed for winter (JJA), spring (SON),
summer (DJF) and autumn (MAM). The results show that in general the Southern
Hemisphere storm tracks correspond well between the model and reanalysis, with
some regions slightly displaced in the variables analyzed. However, zonal biases in
the track density were found, mainly around Antarctica and in the Indian Ocean.

A summary of the results are outlined below.

e The storm tracks in the Southern Hemisphere have larger width with
more cyclones on the equatorward side and less over the poleward side
in HadGEM2-ES. This equatorward bias pattern has high correspondence
with the upper level jet differences. These results were also found by Lam-
bert et al. (2002), Bengtsson et al. (2006) using the previous generations
of climate models. Roeckner et al. (2006) conducted experiments with the
ECHAMS5 model (atmospheric only) to investigate the impacts of better
horizontal and vertical resolution and found, in higher horizontal resolu-

tion, a zonal temperature increase and poleward shift and intensification of
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the westerlies in extratropical latitudes. Thus, the results show that there
is a link between the equatorward bias and the low resolution in the his-
torical experiments of HadGEM2-ES. This specific issue will be explored

in a further study.

The greatest differences in the track density is observed in the Indian
Ocean, between Antarctica and Australia, during the winter season. These
biases indicate a poor spatial representation of the winter storm track spiral
towards Antarctic in the HadGEM2-ES experiment. The results indicate
that this problem is partially caused by two regional factors, the first is
because of the negative genesis biases in the climatological cyclogenesis
regions over South America, Antarctic Peninsula and the Antarctic coast
approximately on longitude 150°E, that is reflected in the number of cy-
clones in the ST. The second factor is due to model resolution and the
representation of the Andes Mountains, which show biases above 1000 me-
ters. In general, both factors affect all seasons but are evidenced during the
austral summer because of the single eddy-driven jet, as shown in Figure
4.24. The meridional moisture transport at 700hPa (Figure 4.24a) has the
largest biases leeward of the Andes Mountains, indicating an underestimate
of moisture for this important ciclogentic region over South America. Con-
sequently, this negative bias impacts the cyclone energy balance reducing
the kinetic energy at 700hPa (Figure 4.24b) along the Atlantic and Indian
oceans. Therefore, these meridional biases aid to explain the HadGEM2-ES

weaker cyclones distribution observed in all seasons.

In general, the HadGEM2-ES large-scale biases tend to have a similar pat-
tern to the ST biases. In the upper levels, large cold biases were found over
the extratropical and Polar Regions, which is a result of the equatorward
jet position bias of the subtropical jet and a negative bias in the polar jet
(eddy-driven). The analysis shows that the split jet during the autumn and
particularly winter and spring is a model problem linking these biases and
the reason seems directly related to wrong representation of the stationary
wave pattern which, for example, impacts the SAM. The additional field,
track density biases at upper level (250hPa), is shown in Figure 4.25 and
illustrate the jet biases pattern spatially for winter (a) and spring (b).

The breakup delay of the polar vortex in the spring season associated with
the negative temperature biases in the upper and lower levels can be related

with parametrization problems, such as the lack of orographic gravity wave
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drag and ozone depletion.

Figure 4.24 - Meridional moisture and kinetic energy biases for period 1979-2005.
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ERA-Interim) in 700hPa for DJF over Southern Hemisphere. Black line contours show
ERA-Interim climatology for the period 1979-2005.

SOURCE: Author’s production.

e Over the oceans, the track, genesis, mean growth/decay rate densities bi-
ases are possibly associated with the poor representation of location and

variability of ocean fronts and stratocumulus clouds.

These results show that there is a considerable agreement between the climate model
and the reanalysis, however, there are differences and it is important to be aware of
these when using the model to study the impact of perturbation experiments such
as removing the Amazon Forest. An important feature that needs to be considered
is, although the reanalyses representation of some patterns has seen considerable
improvements in recent years, some patterns such as the cyclogenesis in the lee
of Andes Mountains continue to be not well represented (HODGES et al., 2011). In
addition, differences are still apparent in the storm track density during the win-
ter season. These biases were already found in previous storm tracks studies using

previous generation of climate models (e.g. Bengtsson et al. (2006), Ulbrich et al.
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(2009), Chang et al. (2013)), and also in the new model generation of CMIP5 models
for the North Atlantic (e.g. Zappa et al. (2013a), Zappa et al. (2014)). In this study,
using the HadGEM2-ES historical simulations for CMIP5, a similar pattern of zonal

biases for the Southern Hemisphere was found.

Figure 4.25 - Track density biases at 250hPa for the period 1979-2005.
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SOURCE: Author’s production.

In summary, the ST comparison between the historical experiment of HadGEM2-ES
and the ERA-Interim reanalysis showed that the HadGEM2-ES has a good repre-
sentation of extratropical cyclones in the Southern Hemisphere. The total difference
in terms of number of cyclones per season is fewer than 4%. The storm track fea-
tures in HadGEM2-ES are consistent in many aspects with ERA-Interim. These
results provide confidence for using HadGEM2-ES for future climate studies, as will

be investigated in the Chapter 5.
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5 SOUTHERN HEMISPHERE STORM TRACK FUTURE PROJEC-
TIONS

The previous chapter of this thesis emphasized the biases in the representation of ex-
tratropical cyclones and storm tracks in the past recent climate when contrasted with
cyclones identified in the ERA-Interim reanalysis. The previous analyses has shown
that there are biases and errors in both the climatological position of the Southern
Hemisphere (SH) Storm Track (ST) and cyclone intensities in the HadGEM2-ES en-
semble mean. In this chapter two idealised scenarios with and without the Amazon
Forest are simulated under two future projection scenarios, called Representative
Concentration Pathways (RCP), in the HadGEM2-ES model. The experiment with
the Amazon Forest are referred to as the Control (CTRL) and without the Ama-
zon as WAMZ, are simulated in idealised experiments for both the radiative forcing
scenarios RCP8.5 and RCP4.5. For a datailed overview about the experiments, see
Chapter 3 - Section 3.1.3.2 (Table 3.4). The RCP8.5 scenario is a scenario with the
highest greenhouse gas emissions for which radiative forcing achieves > 8.5 W/m?
by 2100 and continues to rise after this, while the RCP4.5 scenario is an intermedi-
ate pathway where radiative forcing is stabilized at approximately 4.5 W/m? after
2100 (MOSS et al., 2010; VUUREN et al., 2011). The results of these experiments are
analysed with respect to the changes in the SH storm track for the climatological
period of 2070-2099, with a particular focus om the regional-scale changes in South
America (SA). Also, the experiments CTRL and WAMZ in both the RCPs will be
compared with the Historical scenario, analysed in Chapter 4, for the climatologi-
cal period of 1976-2005. The detailed overview of the scenarios, configurations and

experiments used in this chapter are presented in the Chapter 2 and 3.

The aim of this chapter is to determine how storm tracks are changed in an idealised
HadGEM2-ES experiment that contrast the existence of the Amazon Forest for the
future climate projections. This will then provide new results about the importance
of the Amazon Forest to the SH climate, specially over SA, when simulated with a

climate model using an earth system configuration.
The key science questions which are addressed by this chapter are:
e What are future Southern Hemisphere storm track changes are predicted
by HadGEM2-ES under two IPCC future climate change scenarios?

e How might Amazon land use cover change affect the storm track and cli-

mate over South America?
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This chapter will be divided into two sections in a similar way to the previous one.
The chapter will primarily highlight the RCP8.5 scenario experiments, but with
the RCP4.5 scenario experiments shown where differences are found. Section 5.1
focuses on HadGEM2-ES changes relative to the historical period for the WAMZ
and CTRL experiments, by examining the storm track density, large-scale mean
circulation and cyclone intensity over the Southern Hemisphere. An further sub-
section highlights the regional-scale climate changes over SA. Finally, Section 5.2
summarizes the chapter with a discussion about the main ST and climate changes

found.
5.1 HadGEMZ2-ES ensemble changes

This section compares the SH cyclone and storm track climatology from the
4 HadGEM2-ES ensemble members for each experiment under the RCPS8.5 and
RCP4.5 scenarios for the 30-year period of 2070-2099. The WAMZ and CTRL ex-
periments are first contrasted with the Historical experiment (1976-2005) to give a
background for the projected future changes, then the experiments are compared
between each other to show more clearly the impact of the removal of the Amazon
Forest on the SH cyclones and storm tracks. Storm track statistics are analysed
using the means of large-scale fields to aid the understanding and discussion of the
changes in the extratropical cyclone statistics. Some additional fields are shown to
link these impacts with the regional-scale changes. The experimental setup of the

idealised and historical experiments are described in Section 3.1.
5.1.1 Storm track density changes

The STs density biases are calculated for each HadGEM2-ES ensemble member in-
dividually and then for the HadGEM2-ES ensemble mean, as the difference between
each idealised experiment and the Historical experiment (WAMZ—Historical and
CTRL—Historical) and between them (WAMZ—CTRL) for each RCP. The discus-
sion focuses first on the results for the CTRL experiment, followed by the WAMZ
experiment and finally with the difference WAMZ—CTRL. The differences between
the experiments and the historical period are important to give an idea of the mag-
nitude of change in relation to the past climate and in relation to the projected

future climate when the Amazon Forest is removed.
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5.1.1.1 Winter

The SH storm track future projected changes during the austral winter are shown
in Figure 5.1 for RCP8.5 (left) and RCP4.5 (right) scenarios in terms of the cyclone
track densities. In general, the storm track changes in the CTRL experiment (Fig-
ures 5.1c and d) show a consistent poleward shift for both of the RCPs, with the
track density decreasing on the equatorward side and increasing on the poleward
side of the main ST, which is similar to the results found with the CMIP5 climate
models (CHANG, 2013; HARVEY et al., 2014). However, the ST changes in the WAMZ
experiment show a consistent reduction in the poleward shift, compared with the
CTRL experiment, with the track density showing smaller increases on the equa-
torward side and decreases on the poleward side of the main storm track (Figures
5.la and b). During the austral winter season the ST density for RCP8.5 future
changes seem stronger than for RCP4.5, however some positive changes are stronger
for RCP4.5. The ST changes are similar for both RCPs (Figure 5.1) and the largest
changes are commonly negative over southern Australia, northern New Zealand and
towards south of South America. Positive areas are found around Antarctica and in
the Atlantic Ocean (~ 50°S) mainly in the CTRL experiment. The same positive
region over the Atlantic also occurs in the WAMZ experiment (Figure 5.1a) but is

slightly displaced and stronger.

The differences (WAMZ—CTRL) are shown in Figures 5.1e and f, which highlight the
smaller poleward shift in the WAMZ experiment for both the RCPs, but RCP8.5 has
stronger changes than RCP4.5. Track density increases dominate the extratropical
latitudes and the main changes occur over the southern oceans, with the Atlantic
larger changes. Although both the HadGEM2-ES experiments agree with the de-
creases on the equatorward side of the ST (Figures 5.1a,b,c and d), the comparison
shows a consistent increase on equatorward side of the ST in the WAMZ experiment
(Figures 5.1e and f), which supports the hypothesis of the poleward shift reduction
(above 60°S) when the Amazon Forest is removed. The poleward shift found in the
WAMZ experiment will be discussed further in Section 5.1.2.

The RCP8.5 genesis density changes are larger than for those of RCP4.5 in both the
experiments, as shown in Figure 5.2 for RCP8.5 (left) and RCP4.5 (right). In SA,
the region leeward of the Andes Mountains (Figures 5.2a and b) shows a decrease
in genesis over the usual climatological winter maximum region over the south of
Argentina of up to 20% relative to the Historical experiment for both the WAMZ and
CTRL. Over this same region in SA, the HadGEM2-ES model tends to overestimate
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the genesis density for the Historical experiment compared with the reanalysis (see
Section 4.2.1.1 for the winter season biases), which may indicate that the projected
future changes may have a larger decrease than shown in Figure 5.2. Further north,
over the second climatological maximum between northeast Argentina and the south
of Brazil, there are increases in genesis density of up to 20% over a region extending
eastwards to the Atlantic Ocean in the WAMZ RCP8.5 experiment (Figure 5.2a).
This area of genesis density increase can be seen in the other experiments for both
the RCPs (Figures 5.2b,c and d). Over the Atlantic Ocean, close to the southeast
of Brazil, the future genesis changes indicate a decrease that corresponds to the
decrease on the equatorward side of the ST (Figure 5.1) in both the experiments.
On the Antarctic coast, the region of the Ross Sea has a decrease in the genesis
density of up to 20% relative to the Historical experiment. The Southern Oceans
genesis density shows a consistent reduction and seems also related to the decrease
of the ST track density.

The inter-comparison of the experiments (Figures 5.2e and f) highlight the increase
of the genesis density changes over SA in the experiment without the Amazon Forest,
which is larger in the RCP8.5 experiments, and over the ocean close to southwest of
Australia (~ 45°S, 105°E), which may related to the HadGEM2-ES largest biases in
this region, as shown in Section 4.2.1.1. Lysis density changes are shown in Figure
5.3 and show a consistent decrease in extratropical latitudes, while there are some
increases in regions around the Antarctica coast. The WAMZ—CTRL comparison
(Figures 5.3e and f) shows a lysis decrease on the poleward side of the ST and an
increase at extratropical latitudes, which correspond to the track future projected
changes for both the RCPs. The main changes occur between the south of SA and
the Antarctic Peninsula, which the WAMZ RCPS8.5 experiment contrast the sign of
the projected future change in relation to the RCP4.5 scenario. This contrast seems
related to the ST position which is more equatorward for RCP8.5 than RCP4.5
(Figures 5.3, left and right side), causing lysis when the cyclones meet the Andes
and Transantarctic Mountains. The mountain effect and lysis on the upslope were
discussed in Chapter 4, Section 4.2.1.1.

The mean growth and decay rate (MGDR) changes shown in Figure 5.4 are con-
densed mainly above the extratropical latitudes in both the experiments. The
changes add little to the density change results discussed previously, but the
WAMZ—CTRL comparison shows growth changes increasing over SA when the
Amazon is removed, especially for RCP4.5. These changes will be discussed further
in the regional section (5.1.4). The MGDR future projected changes below 30°S will
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be discussed further in the Section 5.1.2.1.

The pattern of changes discussed above contrast with those using older CMIP /AMIP
climate models such as used by Yin (2005) using the older IPCC A1B scenario, where
kinect energy was used to define the ST, and found a poleward ST shift but without
the equatorward decrease. Similar results have also been found for more recent
CMIPs such as by Chang et al. (2013) for AR4/CMIP3 and Chang et al. (2012) for
CMIP5, which found changes in the multi-model mean similar to that found here
for the CTRL experiment. However, in this study it is necessary to consider only
the CTRL experiment to compare with results from the CMIP5 simulations, since
they are similar to the CMIP5 simulations. The differences found by Bengtsson et
al. (2006) (Figure 10a and b) are the most similar to those found for the CTRL
experiment for the winter and summer seasons, which may be associated with the

fact that both of the studies uses a single model.
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Figure 5.1 - Storm track density changes in JJA for the period 2070-2099.
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Future projected changes in cyclone track density for RCP8.5 (left) and RCP4.5 (right)
scenarios in JJA: (a) and (b) WAMZ—Historical, (c) and (d) CTRL—Historical, and (e)
and (f) WAMZ—CTRL. HadGEM2-ES experiments for period of 2070-2099 and Historical
for period of 1976-2005. Densities are in units of number density per month per unit area,
where the unit area is equivalent to a 5° spherical cap (~ 10°km?). Stippling shows
Student’s t-test significance at 90% (pink), 95% (grey) and 99% (black) levels.

SOURCE: Author’s production.
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Figure 5.2 - Genesis density changes in JJA for the period 2070-2099.
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Future projected changes in cyclone genesis density for RCP8.5 (left) and RCP4.5 (right)
scenarios in JJA: (a) and (b) WAMZ—Historical, (c) and (d) CTRL—Historical, and (e)
and (f) WAMZ—CTRL. HadGEM2-ES experiments for period of 2070-2099 and Historical
for period of 1976-2005. Densities are in units of number density per month per unit area,
where the unit area is equivalent to a 5° spherical cap (~ 10°km?). Stippling shows
Student’s t-test significance at 90% (pink), 95% (grey) and 99% (black) levels.

SOURCE: Author’s production.
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Figure 5.3 - Lysis density changes in JJA for the period 2070-2099.
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Future projected changes in cyclone lysis density for RCP8.5 (left) and RCP4.5 (right)
scenarios in JJA: (a) and (b) WAMZ—Historical, (c) and (d) CTRL—Historical, and (e)
and (f) WAMZ—CTRL. HadGEM2-ES experiments for period of 2070-2099 and Historical
for period of 1976-2005. Densities are in units of number density per month per unit area,
where the unit area is equivalent to a 5° spherical cap (~ 10°km?). Stippling shows
Student’s t-test significance at 90% (pink), 95% (grey) and 99% (black) levels.

SOURCE: Author’s production.
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Figure 5.4 - Mean growth decay rate changes in JJA for the period 2070-2099.
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Future projected changes in cyclone mean growth and decay rate (day~') for RCP8.5
(left) and RCP4.5 (right) scenarios in JJA: (a) and (b) WAMZ—Historical, (¢) and (d)
CTRL—Historical, and (e) and (f) WAMZ—CTRL. HadGEM2-ES experiments for pe-
riod of 2070-2099 and Historical for period of 1976-2005. Densities are in units of num-
ber/month/area, where the unit area is equivalent to a 5° spherical cap (~ 106km?).
Stippling shows Student’s t-test significance at 90% (pink), 95% (grey) and 99% (black)

levels.
SOURCE: Author’s production.
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5.1.1.2 Summer

The main difference between the winter and summer season storm track changes is
the more poleward latitudes where the summer changes occur. This is highlighted
by the cyclone track density changes (Figure 5.5) which are concentrated around

the Antarctic region.

The second largest difference between the austral winter and summer seasons can be
seen by comparing the RCP8.5 results with those of the RCP4.5 scenario (Figure 5.5,
left and right side). The WAMZ and CTRL experiments shows the largest changes
under the RCP4.5 scenario. Considering only the CTRL experiment where the land
use change is fixed, which is similar to the CMIP5 simulations, the summer pattern of
changes found in this study contrast to (CHANG et al., 2012) once the largest changes
were found for the RCP4.5 scenario. These changes indicate that the removal of the
Amazon Forest impact the atmosphere over the Southern Hemisphere and a minor
radiative forcing (RCP4.5) may contributes to enhance the ST future projected

changes by climate feedbacks (see feedback mechanisms in Section 2.2).

Cyclone track density changes are similar in both the experiments (Figure 5.5),
but only in the WAMZ RCP8.5 experiment (Figure 5.5a) are the changes spatially
concentrated in latitudes above 30°S. The projected future changes show increases
around Antarctica (~ 60°S) of up to approximately 15% relative to the Historical
experiment. Although the HadGEM2-ES experiments have shown a poleward shift
in the future experiments, the comparison between them shown a reduced poleward
shift in the WAMZ RCP8.5 (Figure 5.5¢e), however this pattern in WAMZ experiment
is smoothed in the RCP4.5 scenario (Figure 5.5f). Regionally, both experiments
under RCP4.5 changes show increases over the Atlantic, through the Indian Ocean
towards the Pacific Ocean at a latitude of (~ 45°S). In addition, over the Atlantic
Ocean there is a growth of the RCP4.5 changes which correspond to the genesis
density increases over the northeast of Argentina in SA for the RCP4.5 scenario
(Figure 5.6f). Also, there are increases in the track density changes over the Pacific
Ocean at high latitudes in both the RCPs (Figure 5.5¢ and f).

Changes in the genesis densities (Figure 5.6) are also linked to the future projected
changes in cyclone track density discussed above. The genesis density decreases
over tropical latitudes of the Pacific Ocean and in two of the three climatological
cyclogenesis regions in SA, in the south of Argentina and in the Atlantic Ocean close
to the southeast of Brazil, compared to the Historical experiment (Figure 5.6a,b,c

and d). The genesis changes over the Pacific Ocean seem associated to changes in
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the large-scale circulation and will be discussed further in Section 5.1.2.2. However,
the HadGEM2-ES experiments shows an increase in the future projected changes of
genesis density around the Antarctic coast and on the west coast of Australia. The
comparison between the experiments with and without the Amazon Forest (Figure
5.6e and f) show the decrease of genesis over the south of Argentina in both the
RCPs and near to the southeast of Brazil in the RCP4.5 scenario. On the other
hand, the genesis density increases in the north of Argentina and corresponds to the
increase of the track density changes over the Atlantic Ocean, which is more evident
in the RCP4.5 experiment (Figure 5.6f).

The lysis densities around the Antarctic coast have the largest projected increases
under both the RCPs, with the maximum change near to the Antarctic Peninsula
(Figure 5.7a,b,c and d). The main differences WAMZ—CTRL occurs in the region
of the Drake Passage and correspond to the track density changes (Figure 5.5e and

f).

Cyclone growth decay rates (Figure 5.8) are also closely associated with the track,
genesis and lysis density changes in the southern oceans, which correspond to the
poleward motion of the ST during the summertime. This also correspond to the
small growth/decay changes observed in tropical latitudes in relation to the winter
season. The main changes are concentrated in the Antarctic region, particularly over
the Ross Sea, and contrast between the experiments and also the RCP scenarios
(Figure 5.8a;d and b;c). Thus, the difference WAMZ—CTRL shows this region with
opposite change sign between the RCPs (Figure 5.8¢ and f).
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Figure 5.5 - Storm track density changes in DJF for the period 2070-2099.
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Future projected changes in cyclone track density for RCP8.5 (left) and RCP4.5 (right)
scenarios in DJF: (a) and (b) WAMZ—Historical, (c¢) and (d) CTRL—Historical, and (e)
and (f) WAMZ—CTRL. HadGEM2-ES experiments for period of 2070-2099 and Historical
for period of 1976-2005. Densities are in units of number density per month per unit area,
where the unit area is equivalent to a 5° spherical cap (~ 10°km?). Stippling shows
Student’s t-test significance at 90% (pink), 95% (grey) and 99% (black) levels.

SOURCE: Author’s production.
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Figure 5.6 - Genesis density changes in DJF for the period 2070-2099.
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Future projected changes in cyclone genesis density for RCP8.5 (left) and RCP4.5 (right)
scenarios in DJF: (a) and (b) WAMZ—Historical, (c¢) and (d) CTRL—Historical, and (e)
and (f) WAMZ—CTRL. HadGEM2-ES experiments for period of 2070-2099 and Historical
for period of 1976-2005. Densities are in units of number density per month per unit area,
where the unit area is equivalent to a 5° spherical cap (~ 10°km?). Stippling shows
Student’s t-test significance at 90% (pink), 95% (grey) and 99% (black) levels.

SOURCE: Author’s production.
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Figure 5.7 - Lysis density changes in DJF for the period 2070-2099.
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Future projected changes in cyclone lysis density for RCP8.5 (left) and RCP4.5 (right)
scenarios in DJF: (a) and (b) WAMZ—Historical, (c¢) and (d) CTRL—Historical, and (e)
and (f) WAMZ—CTRL. HadGEM2-ES experiments for period of 2070-2099 and Historical
for period of 1976-2005. Densities are in units of number density per month per unit area,
where the unit area is equivalent to a 5° spherical cap (~ 10°km?). Stippling shows
Student’s t-test significance at 90% (pink), 95% (grey) and 99% (black) levels.

SOURCE: Author’s production.
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Figure 5.8 - Mean growth decay rate changes in DJF for the period 2070-2099.
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Future projected changes in cyclone mean growth and decay rate (day~') for RCP8.5
(left) and RCP4.5 (right) scenarios in DJF: (a) and (b) WAMZ—Historical, (c¢) and (d)
CTRL—Historical, and (e) and (f) WAMZ—CTRL. HadGEM2-ES experiments for pe-
riod of 2070-2099 and Historical for period of 1976-2005. Densities are in units of num-
ber/month/area, where the unit area is equivalent to a 5° spherical cap (~ 106km?).
Stippling shows Student’s t-test significance at 90% (pink), 95% (grey) and 99% (black)

levels.

SOURCE: Author’s production. 115



5.1.1.3 Transition seasons

The differences for the transition seasons of the projected changes under both the
RCPs are similar to the winter and summer seasons, with the spring season similar
to the winter season (e.g. (Figure 5.9 with (Figure 5.1), while the autumn season is
similar to the summer season (e.g. (Figure 5.13 with (Figure 5.5). This is somewhat
similar to the climatological patterns found in the Southern Hemisphere (Chapter
4, Section 4.1) and seems associated with the large thermal inertia of the oceans.
Under the WAMZ RCP4.5 scenario, the transition season patterns (Figures 5.9f
and 5.13f) are spatially similar to the summer season around the Antarctic region
(Figure 5.5f). However, there is a reduction of poleward trend in the track density
response in all seasons under the RCP8.5 scenario (Figures 5.1e, 5.5¢, 5.9¢ and 5.13e).
These projected future changes in the RCP4.5 (minor radiative forcing) support the
hypothesis that the feedback mechanisms may partially link to these larger ST

density changes in this scenario.

The spring season changes differ only in a few features compared to the winter
season for both the WAMZ and CTRL experiments. There are larger regions of
track density increases over the southern oceans and the main ST latitudinal belt
which seems closer to the Antarctic than in the winter season, corresponding to the
ST climatological change in this season and the reduced WAMZ RCPS8.5 poleward
shift. There is also a decline in genesis though the sign continues positive over the
northeast of Argentina (Figures 5.10e and f) and, in addition, the climatological
cyclogenesis over the south of Argentina decreases by up to 20% compared to the
winter season (Figures 5.2e and f). This contributes to the ST future projected
decreases from the south of SA the towards Atlantic Ocean (~ 45°S - Figures 5.9¢
and f). Lysis density changes in the comparison WAMZ—CTRL (Figures 5.11e and
f) are similar to the winter season, with the same differences between the RCPs, and
the regions of changes concentrated on the Antarctic Peninsula. The storm growth
decay rate changes have opposite sign between the RCP scenarios over the east
Pacific and South America (Figures 5.12e and f), which will be discussed further in

the regional-scale changes (Section 5.1.4).

There are also only a few features in the autumn season changes which differ from
the summer season changes. Under the RCP4.5 scenario, the autumn season has
the largest projected future changes of all seasons. The track density changes in
RCP4.5 (Figure 5.13f) increases over the East Antarctic coast compared to the

summer season (Figure 5.5f), however this is the main region of decrease in the
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WAMYZ experiment (Figure 5.13a and e). In general, both the RCPs reduces the
poleward shift in the WAMZ experiment but the same summer ST growth change
region over the Ross Sea (Figure 5.5e and f) is also shown during the autumn season
(Figure 5.13e and f). Genesis density RCP8.5 change increases over the northeast
of Argentina is stronger than RCP4.5 for the WAMZ experiment (Figure 5.14a and
e), while the RCP4.5 WAMZ experiment has the sign changes from the SA towards
Antarctic Peninsula (Figure 5.14b and f). Equatorward increases in lysis and MGDR
density changes (Figures 5.15¢,f and 5.16e.f) are also similar to the summer season
(Figures 5.7e,f and 5.8e,f), under both scenarios, particularly at the windward of
Andes Mountains on the south of SA.
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Figure 5.9 - Storm track density changes in SON for the period 2070-2099.
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Future projected changes in cyclone track density for RCP8.5 (left) and RCP4.5 (right)
scenarios in SON: (a) and (b) WAMZ—Historical, (¢) and (d) CTRL—Historical, and (e)
and (f) WAMZ—CTRL. HadGEM2-ES experiments for period of 2070-2099 and Historical
for period of 1976-2005. Densities are in units of number density per month per unit area,
where the unit area is equivalent to a 5° spherical cap (~ 10%km?). Stippling shows
Student’s t-test significance at 90% (pink), 95% (grey) and 99% (black) levels.

SOURCE: Author’s production.
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Figure 5.10 - Genesis density changes in SON for the period 2070-2099.
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Future projected changes in cyclone genesis density for RCP8.5 (left) and RCP4.5 (right)
scenarios in SON: (a) and (b) WAMZ—Historical, (c) and (d) CTRL—Historical, and (e)
and (f) WAMZ—CTRL. HadGEM2-ES experiments for period of 2070-2099 and Historical
for period of 1976-2005. Densities are in units of number density per month per unit area,
where the unit area is equivalent to a 5° spherical cap (~ 10%km?). Stippling shows
Student’s t-test significance at 90% (pink), 95% (grey) and 99% (black) levels.

SOURCE: Author’s production.
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Figure 5.11 - Lysis density changes in SON for the period 2070-2099.
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Future projected changes in cyclone lysis density for RCP8.5 (left) and RCP4.5 (right)
scenarios in SON: (a) and (b) WAMZ—Historical, (c) and (d) CTRL—Historical, and (e)
and (f) WAMZ—CTRL. HadGEM2-ES experiments for period of 2070-2099 and Historical
for period of 1976-2005. Densities are in units of number density per month per unit area,
where the unit area is equivalent to a 5° spherical cap (~ 10%km?). Stippling shows
Student’s t-test significance at 90% (pink), 95% (grey) and 99% (black) levels.

SOURCE: Author’s production.
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Figure 5.12 - Mean growth decay rate changes in SON for the period 2070-2099.
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Future projected changes in cyclone mean growth and decay rate (day~') for RCP8.5
(left) and RCP4.5 (right) scenarios in SON: (a) and (b) WAMZ—Historical, (c¢) and (d)
CTRL—Historical, and (e) and (f) WAMZ—CTRL. HadGEM2-ES experiments for pe-
riod of 2070-2099 and Historical for period of 1976-2005. Densities are in units of num-
ber/month/area, where the unit area is equivalent to a 5° spherical cap (~ 106km?).
Stippling shows Student’s t-test significance at 90% (pink), 95% (grey) and 99% (black)

levels.

SOURCE: Author’s production. 191



Figure 5.13 - Storm track density changes in MAM for the period 2070-2099.
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Future projected changes in cyclone track density for RCP8.5 (left) and RCP4.5 (right)
scenarios in MAM: (a) and (b) WAMZ—Historical, (c) and (d) CTRL—Historical, and (e)
and (f) WAMZ—CTRL. HadGEM2-ES experiments for period of 2070-2099 and Historical
for period of 1976-2005. Densities are in units of number density per month per unit area,
where the unit area is equivalent to a 5° spherical cap (~ 10°km?). Stippling shows
Student’s t-test significance at 90% (pink), 95% (grey) and 99% (black) levels.

SOURCE: Author’s production.
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Figure 5.14 - Genesis density changes in MAM for the period 2070-2099.
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Future projected changes in cyclone genesis density for RCP8.5 (left) and RCP4.5 (right)
scenarios in MAM: (a) and (b) WAMZ—Historical, (c) and (d) CTRL—Historical, and (e)
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SOURCE: Author’s production.
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Figure 5.15 - Lysis density changes in MAM for the period 2070-2099.
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Student’s t-test significance at 90% (pink), 95% (grey) and 99% (black) levels.

SOURCE: Author’s production.
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Figure 5.16 - Mean growth decay rate changes in MAM for the period 2070-2099.
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levels.
SOURCE: Author’s production.
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5.1.2 Large-scale changes

This section focuses on the large-scale fields which may affect the storm track
changes in the Southern Hemisphere. The large-scale changes are calculated for each
HadGEM2-ES ensemble member individually and for the HadGEM2-ES ensemble
mean, refereed to only as HadGEM2-ES, but in this section only as the difference
between the Without Amazon Forest minus Control (WAMZ—CTRL) experiment
in each RCP scenario for brevity. The only difference between WAMZ and CTRL
experiments is the removal of Amazon Forest, thus the emission and concentration
of gases along the time for RCP8.5 and RCP4.5 scenario occur in both the exper-
iments according to each respective RCP. The climatological patterns over the SH

for the historical period are described in Chapter 4 - Section 4.2.2.
5.1.2.1 Winter

The historical winter large-scale patterns are described in detail in the Chapter 4,

Section 4.2.2.1, and is used as a reference for the fields analysed in this section.

The differences between WAZM and the CTRL experiments for the maximum Eady
growth rate changes at upper (250hPa) and lower (850hPa) levels for both the RCPs

in all seasons are shown in Figures 5.17 - 5.20.

The winter baroclinicity changes at upper levels (Figures 5.17a and 5.18a) are the
smallest of all seasons for both the RCPs, being approximately 5% in relation to
the CTRL experiment. Moreover, the baroclinicity decreases in the same latitudinal
belt as the main baroclinic region in historical climatology (figure not shown, but
see Figure 4.10a for winter ERA-Interim climatology). Both the RCPs agree in the
changes over north of Argentina, Uruguay and south of Brazil, however they have
opposite signs over southern Australia (Figures 5.17a and 5.18a). These areas corre-
sponds with the changes between the RCPs for the cyclone track densities (Figures
5.1e and f). For RCP4.5 (Figure 5.18a) increases in baroclinicity are found around
the latitude of 30° over south of South Africa and Australia and also correspond to
the cyclone track density increases areas found in this scenario. In addition, in this
scenario increases over the tropical Indian and Pacific ocean towards South America

do not correspond changes in the cyclone track densities (Figures 5.1f).

At lower levels (Figures 5.19a and 5.20a ) the changes in baroclinicity are similar to
the areas of changes in ST density (Figures 5.1e and f) for both RCPs. Contrasting

with the upper levels, the removal of the Amazon Forest causes the largest baro-
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clinicity changes of all seasons for both the RCPs, with values of between 15-20%
relative to the CTRL experiment. The RCP8.5 changes are larger than for RCP4.5
and correspond to the cyclone track and genesis density changes (Figures 5.2e and
5.2e). For both the RCPs the main areas of increase are observed on the leeward
side of the Andes Mountains (~ 20°S), while the main decreases are found in the
Antarctic region. For RCP8.5 (Figure 5.19a) the increases in the baroclinicity ex-
tends from South America, through South Africa and Indian Ocean, towards the
Pacific Ocean where two other peaks are found over New Zealand and eastwards
over the ocean. Increases are also seen along the Antarctic coastline from the Ross
Sea towards the Antarctic Peninsula. While increases are observed in almost the
entire field, baroclinicity decreases over the extreme south of SA, south of Mada-
gascar, Australia eastwards over the ocean and around the latitude of 60°S (Figure
5.19a). However the RCP4.5 baroclinicity changes contrast with RCP8.5 over the
south of South Africa and Madagascar (Figure 5.20a), but correspond to the ST
density changes in RCP4.5 (Figure 5.1f).

These winter baroclinicity changes in both the RCP scenarios are directly related to
two factors, the radiative forcing which causes more surface warming and enhances
the baroclinicity at lower levels, and the two eddy-driven jets over the SH during the
winter season, which has a branch over the south of SA and also helps to increase the
genesis and storms. This hypothesis will be explored in the regional-scale changes

over South America (Section 5.1.4).

The cross section of temperature changes are shown in Figure 5.21 (left column)
for the Atlantic (Figure 5.21a), Indian (Figure 5.21c) and Pacific (Figure 5.21e)
Oceans. The differences for WAMZ—HIST (black contours) and CTRL—HIST (grey
contours) are shown in these figures to give an idea of the magnitude of changes. In
general there is a heating at upper levels over all the southern oceans, while there
is a cooling in middle and lower levels except in the Pacific Ocean, where there is
a heating from the surface the to stratosphere at latitudes between 70°S and 70°S.
The temperature decreases in RCP8.5 over the Atlantic Ocean at high latitudes.
Similar to Figure 5.21, the temperature cross sections for the RCP4.5 scenario are
shown in Figure 5.22 for the Atlantic (a), Indian (c) and Pacific (e), respectively.
The temperature changes over the Atlantic are the largest during the winter season
(Figure 5.22a), having opposite sign in relation to the RCP8.5 scenario (Figure
5.21a) at high latitudes (~ 70°S). Over the other SH oceans, Indian and Pacific,
the temperature increases in tropical and polar regions from surface to upper levels,

while temperature decreases between the latitudes 20 — 55°S.
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The cross section of zonal wind changes are shown in Figure 5.21 (right column) for
Atlantic (Figure 5.21b), Indian (Figure 5.21d) and Pacific (Figure 5.21f) Oceans.
During the winter season the jets are split, with the polar jet between 60°S and
40°S, and the subtropical jet, 30°S and 20°S. The same jet pattern continues in the
future projected changes but are modified when the Amazon Forest is removed. The
CMIP5 multi-model mean reveals a poleward shift of the storm tracks (INTERGOV-
ERNMENTAL PANEL ON CLIMATE CHANGE (IPCC), 2013), however the removal of the
Amazon Forest reduces the poleward shift and enhances the equatorward side of the
polar jet. This is a new result and the zonal wind change pattern corresponds with
what was found for the cyclone track density changes. The HadGEM2-ES RCPS8.5
experiment shows both the jets slightly shifted to polewards, however the zonal wind
for the poleward branch is reduced while the equatorward branch is enhanced. Fig-
ures 5.22b,d and e, show the zonal wind changes for the RCP4.5 experiment over the
Atlantic, Indian and Pacific oceans, respectively. In this scenario the subtropical jet
continues in the same position in relation to the ERA-Interim climatology (Figure
4.13). The subtropical jet increases while the polar jet decreases over the SH oceans,
thus the removal of the Amazon Forest reinforces this pattern previously observed
for the RCP4.5 scenario (CHENOLIL, 2017) and agrees with Tandon et al. (2013) who

suggest that the warming in the subtropics may play a stronger role in jet trends.

Geopotential height (HGT) anomaly changes at 500hPa are shown in Figures 5.23
and 5.24 for RCP8.5 and RCP4.5 scenarios in all seasons. This field is important to
show changes in the stationary wave pattern over the SH where and negative (posi-
tive) anomalies indicate a cyclonic (anticyclonic) tendency. The RCP8.5 geopotential
increases over the south of SA and the Antarctic Peninsula, south of South Africa
and from east of Antarctic toward New Zealand. These geopotential height anomaly
changes (WAMZ—CTRL) are consistent with the temperature increases of Figure
5.25, and the resultant anticyclonic anomalous circulation change, particularly over
the southern Atlantic, which is consistent with the location of the jet speed decrease
at upper levels. Therefore, the anomalous circulation may act to reduce the storm
track poleward shift to a more zonal position, given the equatorward jet change over
all SH oceans (Figures 5.21b, d and f). Also, HGT decreases over the Pacific may
indicate a change of the Rossby wave pattern due to tropical heating mainly over
the Pacific Ocean, which affects the cyclone track densities (Figures 5.1¢) in the SH.
The 500hPa geopotential anomaly changes for the RCP4.5 scenario (Figure 5.24a)
are similar but slightly displaced, compared to the RCP8.5 scenario, over the Indian
and Pacific Oceans. HGT increases (Figure 5.24a) over the south of SA are displaced
to the north in relation to the RCP8.5 scenario (Figure 5.23a), however the region
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of HGT decrease in the mid Atlantic Ocean are displaced towards Antarctica.

In general global skin temperature during the winter season decreases in the RCP8.5
scenario (Figure 5.25a), however this is in contrast to the temperature increases in
the RCP4.5 scenario (Figure 5.26a). This field represents the surface temperature
over the oceans (SST) and the surface temperature over the continents. The next
analyses will focus on the SST, however the surface temperature will be explored

further in the regional-scale analysis (Section 5.1.4.1).

Temperature decreases (WAMZ—CTRL, ~ —1.5°C) over the region of Weddell Sea
and the Antarctic coast toward Indian Ocean, however increase in the same mag-
nitudes over the Ross Sea toward Antarctic Peninsula for RCP8.5 scenario (Figure
5.25a). Therefore, this supports the hypothesis that the removal of the Amazon
Forest impacts the heat transport from the tropical region to the Antarctic (Drake
Passage region), which causes a temperature increase between the Ross Sea and
Antarctic Peninsula (Figure 5.25a) and results in an increase of the anticyclonic mo-
tion (Figure 5.23a). This hypothesis is also consistent with the storm track RCP8.5
changes found in the Antarctic Peninsula region where there is a lysis decrease on
the windward side (Figure 5.3e) and genesis increase on the leeward side (Figure
5.2e). Also, this pattern corresponds with the temperature changes in the RCP8.5
experiment in the same region, with the temperature increase over the Ross Sea and
decrease over the Weddell Sea (Figure 5.25a). The temperature cross section for the
RCP8.5 experiment over the Pacific (Figure 5.21e, increase between 70° —80°S) and
Atlantic (Figure 5.21a, decrease between 70° — 80°S) also support this hypothesis.
The RCP8.5 SST change decreases over the major part of southern oceans and some-
what increases in the tropical latitudes (below 30°S). Also, there is a sign contrast
over the south of South Africa that may be related to the Agulhas current, however

this pattern is not seen in the RCP4.5 scenario (Figure 5.26a).

The global skin temperature is higher in the RCP4.5 scenario (Figure 5.26a) and, as
discussed above, contrasts with the major part of the surface temperature reduction
in the RCP8.5 scenario (Figure 5.25a). Temperature increases over the Weddell Sea
is up to 2.0°C and over Wilkes and Victoria Land in Antarctica. Thus, similar to the
RCP8.5 scenario, the removal of the Amazon Forest also impacts the meridional heat
transport from tropics to polar regions. This change can be seen in the temperature
cross section changes, particularly in the Atlantic Ocean (Figure 5.22a) at high
latitudes, where the temperature increase. This temperature change also corresponds

with the lysis increases windward of the Antarctic Peninsula (Figure 5.2f), but is not
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seen in the geopotential anomaly changes 5.24. Therefore, in general the temperature
increases for RCP4.5 may be related to Ozone recovery, similar to that found by
Barnes et al. (2014) in Figures 2.b and 8.e and h) for CMIP5 climate models, since
the Ozone contributes to the temperature increase over Antarctica, particularly over
the Weddell Sea.

Sea surface temperature increases over the tropical Pacific Ocean is up to 0.5°C and
this tendency can be seen in both the RCPs, but is stronger in the RCP4.5 sce-
nario. Hence the removal of Amazon Forest seems to impact the the SPCZ though
the feedback mechanisms between the SST and clouds. To test this hypothesis the
outgoing longwave radiation (OLR) changes for WAMZ—CTRL are shown in Fig-
ures 5.27 and 5.28 for both the RCPs, where increase (decrease) indicate less (more)
clouds than the CTRL experiment. In general winter OLR RCP4.5 changes are seen
at tropical latitudes (Figure 5.28a), particularly over the Intertropical Covergence
Zone (ITCZ), however the maximum increase areas of changes occur over the Ama-
zon Forest region and Pacific Ocean. These areas have the feedback mechanisms
acting in two ways, the temperature increase adjacent to the north of SA enhances
the zonal heat transport and results in more clouds over the Pacific Ocean which
contributes to enhance the latent heat and the SST. Whereas the removal of Ama-
zon Forest reduces the clouds, the earth system increases the loss of radiation to the
atmosphere and reduces the surface temperature. This feedback mechanisms will be

also discussed in the regional-scale analyses (Section 5.1.4).

Finally, the precipitation changes are shown in Figures 5.29 and 5.30 for each RCP
scenario in all seasons. The precipitation changes are similar in both the RCPs, be-
ing the maximum changes at tropical latitudes and over the South America. These
changes correspond well with the OLR changes and the removal of Amazon Forest
has impacts in global-scale. Thus, there is a constant difference between the RCPs
over the Atlantic ITCZ (Figures 5.29a and 5.30a) which may associated with the
Hadley Cell expansion (not shown), although this effect is stronger during the sum-
mertime in the CMIP5 models (GERBER; SON, 2014), once many of changes occurs
over Northern Hemisphere. The main continental change occurs over the SA, which
is direct result of the removal of Amazon Forest, and them will be discussed in the
Section 5.1.4.
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Figure 5.17 - Maximum Eady growth rate RCP8.5 changes at 250hPa for the period 2070-
2099.
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Maximum Eady growth rate (day—') RCP8.5 changes (WAMZ—CTRL) at upper levels
(250hPa) for the period 2070-2099 over Southern Hemisphere: (a) JJA; (b) SON; (c) DJF;
and (d) MAM.

SOURCE: Author’s production.
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Figure 5.18 - Maximum Eady growth rate RCP4.5 changes at 250hPa for the period 2070-
2099.
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Maximum Eady growth rate (day—') RCP4.5 changes (WAMZ—CTRL) at upper levels
(250hPa) for the period 2070-2099 over Southern Hemisphere: (a) JJA; (b) SON; (c) DJF;
and (d) MAM.

SOURCE: Author’s production.
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Figure 5.19 - Maximum Eady growth rate RCP8.5 changes at 850hPa for the period 2070-
2099.
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Maximum Eady growth rate (day—') RCP8.5 changes (WAMZ—CTRL) at upper levels
(850hPa) for the period 2070-2099 over Southern Hemisphere: (a) JJA; (b) SON; (c¢) DJF;
and (d) MAM.

SOURCE: Author’s production.
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Figure 5.20 - Maximum Eady growth rate RCP4.5 changes at 850hPa for the period 2070-
2099.
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and (d) MAM.

SOURCE: Author’s production.
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Figure 5.21 - Zonal mean temperature and zonal wind RCP8.5 changes in JJA.
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Zonal mean temperature (K) (left column) and zonal mean zonal wind (m/s) (right col-
umn) RCP8.5 changes in JJA for: (a) and (b) Atlantic; (c¢) and (d) Indian; and (e) and
(f) Pacific. Results are calculated as the difference of the WAMZ minus CTRL exper-
iment for the period 2070-2099 over Southern Hemisphere oceans. Black line contours
show WAMZ—HIST while grey line contours show CTRL—HIST. Historical climatology
is for the period 1976-2005.

SOURCE: Author’s production.
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Figure 5.22 - Zonal mean temperature and zonal wind RCP4.5 changes in JJA.
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Zonal mean temperature (K) (left column) and zonal mean zonal wind (m/s) (right col-
umn) RCP4.5 changes in JJA for: (a) and (b) Atlantic; (c¢) and (d) Indian; and (e) and
(f) Pacific. Results are calculated as the difference of the WAMZ minus CTRL exper-
iment for the period 2070-2099 over Southern Hemisphere oceans. Black line contours
show WAMZ—HIST while grey line contours show CTRL—HIST. Historical climatology
is for the period 1976-2005.

SOURCE: Author’s production.
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Figure 5.23 - 500hPa geopotential height anomaly RCP8.5 changes.
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500hPa geopotential height anomaly (meters) RCP8.5 changes (WAMZ—CTRL) from the
zonal mean for the period 2070-2099 over Southern Hemisphere: (a) JJA; (b) SON; (c)
DJF; and (d) MAM. Black line contours show HadGEM2-ES Historical climatology for
the period 1976-2005 and dashed contours indicate negative values.

SOURCE: Author’s production.
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Figure 5.24 - 500hPa geopotential height anomaly RCP4.5 changes.
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500hPa geopotential height anomaly (meters) RCP8.5 changes (WAMZ—CTRL) from the
zonal mean for the period 2070-2099 over Southern Hemisphere: (a) JJA; (b) SON; (c)
DJF; and (d) MAM. Black line contours show HadGEM2-ES Historical climatology for
the period 1976-2005 and dashed contours indicate negative values.

SOURCE: Author’s production.
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Figure 5.25 - Skin temperature RCP8.5 changes.
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Skin temperature (°C’) RCP8.5 changes (WAMZ—CTRL) for the period 2070-2099 over
Southern Hemisphere: (a) JJA; (b) SON; (c¢) DJF; and (d) MAM. Black line contours
show HadGEMZ2-ES Historical climatology for the period 1976-2005 and dashed contours
indicate negative values.

SOURCE: Author’s production.
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Figure 5.26 - Skin temperature RCP4.5 changes.
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show HadGEMZ2-ES Historical climatology for the period 1976-2005 and dashed contours
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SOURCE: Author’s production.
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Figure 5.27 - Outgoing longwave radiation RCP8.5 changes.
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Outgoing longwave radiation (W/m?) RCP8.5 changes (WAMZ—CTRL) for the period
2070-2099 over Southern Hemisphere: (a) JJA; (b) SON; (c) DJF; and (d) MAM.

SOURCE: Author’s production.
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Figure 5.28 - Outgoing longwave radiation RCP4.5 changes.
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Outgoing longwave radiation (W/m?) RCP4.5 changes (WAMZ—CTRL) for the period
2070-2099 over Southern Hemisphere: (a) JJA; (b) SON; (c) DJF; and (d) MAM.

SOURCE: Author’s production.
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Figure 5.29 - Precipitation RCP8.5 changes.
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Precipitation (mm/season) RCP8.5 changes (WAMZ—CTRL) for the period 2070-2099
over Southern Hemisphere: (a) JJA; (b) SON; (c) DJF; and (d) MAM.

SOURCE: Author’s production.
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Figure 5.30 - Precipitation RCP4.5 changes.
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Precipitation (mm/season) RCP4.5 changes (WAMZ—CTRL) for the period 2070-2099
over Southern Hemisphere: (a) JJA; (b) SON; (c) DJF; and (d) MAM.

SOURCE: Author’s production.
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5.1.2.2 Summer

The summer large-scale patterns are described in detail in Chapter 4, Section 4.2.2.2,
and the historical climatology can be used as a background reference for the fields

analysed in this section.

For the differences between the WAZM and CTRL experiments the maximum Eady
growth rate changes at upper (250hPa) and lower (850hPa) levels for both the RCPs

during the summer season are shown in Figures 5.17c, 5.18¢, 5.19¢, and 5.20c.

The RCP8.5 baroclinicity changes for the summer season (Figure 5.17¢) show that
the main differences (WAZM—CTRL) occur at extratropical latitudes over the
southern oceans. Baroclinicity decreases from the Pacific through the Atlantic to-
ward Indian Ocean between latitudes 40 — 50°S, while increases are found at a lati-
tude of 30°S over SA, Indian Ocean, Australia and Pacific Ocean. The area of change
over the Pacific Ocean is the largest during the summer season and corresponds with
the cyclone track and genesis density changes for the RCP8.5 experiment (Figures
5.5e and 5.6e). The summer baroclinicity changes for RCP4.5at upper levels (Figure
5.18¢) are the largest of all seasons and scenarios, being up to 10% of changes in
relation to the CTRL experiment. Baroclinicity decreases in the same latitudinal
belt as the main baroclinic region in the historical climatology (similar to Figure
4.10c for summer ERA-Interim climatology) and the main changes occur over the
Pacific and Atlantic Oceans. This pattern of change in the Pacific Ocean is linked
with the HadGEM2-ES RCP4.5 scenario changes at upper levels, which simulated
an enhancement of the Subtropical Jet in the experiment whitout the Amazon For-
est (Figures 5.32). Although not comparable, the CMIP5 multi-model mean does
not show a similar sign of change during the summer (CHENOLI, 2017).

The summer Baroclinicity changes (WAMZ—CTRL) at lower levels are shown in Fig-
ures 5.19c and 5.20c for the RCP8.5 and RCP4.5 scenarios respectively. Contrasting
with the upper levels, the removal of the Amazon Forest causes the smallest baro-
clinicity changes of all seasons for the RCP8.5 experiment (Figure 5.19¢), with the
main increases over Australia, the Pacific and the Atlantic Oceans. The increases
in the extratropical latitudes contributes to reduce the poleward shift in the ex-
periment without Amazon Forest. Hence in the WAMZ experiment under RCP8.5
scenario the baroclinicity decreases are small in relation to the CTRL experiment.
Similar to the RCP8.5 scenario, the baroclinicity changes for the RCP4.5 experi-
ment are mainly over the Indian and Atlantic Oceans (Figure 5.20c). This pattern

corresponds with the cyclone track density changes and seem associated with the
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wind increase on the Subtropical Jet, given the enhancement of the poleward shift
when the Amazon Forest is removed in the RCP4.5 scenario. This hypothesis is also
supported by the baroclinicity enhancement over the south of Brazil and the adja-
cent Atlantic Ocean, which corresponds with the increase of the cyclone track and
genesis density changes in RCP4.5. Although in the summer season, this pattern of
change is somewhat similar to the winter storm trajectories shown by Hoskins and
Hodges (2005) (Figures 6 and 7) and seems associated with the wind increase on the
equatorward jet (Figure 5.32). Therefore, there is strong evidence that the removal

of the Amazon Forest impacts the Southern Hemisphere storm tracks.

The zonal mean temperature changes (WAMZ—CTRL) for the RCP8.5 experiment
are shown in Figure 5.31 (left column) for Atlantic (Figure 5.31a), Indian (Figure
5.31c) and Pacific (Figure 5.31e) Oceans. The differences for WAMZ—HIST (black
contours) and CTRL—HIST (grey contours) are shown in these figures to give an
idea of the magnitude of changes. In general the temperature decreases over all
oceans, similar to the winter season in this scenario, however there is a temperature
increase in the lower stratosphere (above 50 hPa). Other small temperature increases
occur over the Indian, middle (200hPa) and high (600-300hPa) latitudes, and Pacific
Ocean (column at 60°S between 850-150hPa). Thus, the impact of the removal of the
Amazon Forest during the summer results in an atmosphere cooling pattern in the
RCP8.5 scenario. Contrasting this cooling pattern during summer, with the RCP4.5
changes (Figure 5.32) there is a warming pattern, particularly in the Atlantic and
Pacific Oceans, where this change is concentrated at tropical (between 10 — 30°S)
and middle-high latitudes. The temperature change in the Pacific Ocean around
60°S extends from surface to the lower stratosphere. This upper level change does
not correspond with the maximum Eady growth rate changes at upper levels, but
seems to be related to Ozone recovery suggested by Barnes et al. (2014) for CMIP5

models during the summer season.

The cross section of zonal wind changes are shown in Figure 5.31 (right column) for
the Atlantic (Figure 5.31b), Indian (Figure 5.31d) and Pacific (Figure 5.31f) Oceans.
The ERA-Interim climatology shows a single eddy-driven jet between 60°S and 40°S
over all southern oceans during the summer season (Figure 4.17, black contour lines).
However, the HadGEM2-ES simulates a split jet in this season over the Pacific
Ocean for both the RCP scenarios (figure not shown), which is somewhat similar
to that shown for the Historical experiment (see the equatorward positive biases in
Figure 4.17f). In general the zonal wind for RCP8.5 increases over the tropical region

and decreases at extratropical latitudes, which corresponds well to the baroclinicity
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changes (Figures 5.17c and 5.19¢) and the reduced poleward shift observed in this
scenario (Figure 5.5e). This wind enhanced pattern at tropical latitudes over the
southern oceans suggests a relation to the Hadley Cell, similar to that described by
Gerber and Son (2014) for CMIP5 models, which found that the latitudes of the jet
stream and Hadley Cell boundary are sensitive to the temperature gradient between

the tropics and high latitudes in the upper troposphere lower stratosphere.

Summer geopotential height anomaly changes are shown in Figures 5.23c and 5.24c¢
for the RCP8.5 and RCP4.5 scenarios. The RCP8.5 geopotential changes are the
smallest of all seasons in this scenario and the main changes are at the middle and
high latitudes. HGT increases over the south of SA, Pacific and East of Antarctica,
while itdecreases in the New Zealand region and Atlantic Ocean at approximately
15°E.

The 500hPa geopotential anomaly for the RCP4.5 scenario (Figure 5.24c) are similar
but stronger than for the RCP8.5 scenario. HGT increases (Figure 5.24a) over the
south of SA are displaced to the north in relation to the RCP8.5 scenario (Figure
5.23a), however the HGT decreases in the middle of the Atlantic Ocean toward the
Antarctic Peninsula, the Antarctic coastline around 60°E and the tropical Pacific.
The largest HGT change for RCP4.5 occurs over the Pacific Ocean (150 — 120°W)
in the climatological region of the positive HGT anomaly. Contrasting to the winter
season, it seems to act to enhance the poleward shift in RCP4.5, indicating that
the removal of the Amazon Forest acts to increase the baroclinicity at upper levels
(5.18¢) and the storms towards the pole (Figure 5.5f).

Similar to the winter season, the global skin temperature during the summer season
decreases in the RCP8.5 scenario (Figure 5.25¢), however this contrasts with the
temperature increases in the RCP4.5 scenario (Figure 5.26¢). The surface tempera-
ture changes over SA will be explored further in the regional-scale analysis (Section
5.1.4.1). The RCP4.5 SST increases by up to 0.75° over the Pacific Ocean and is
the largest change of all oceans in this season. This change corresponds well with
the baroclinicity increase and the cyclone track density changes in RCP4.5. Hence
the removal of the Amazon Forest seems to impact the SPCZ though the feedback
mechanisms between the SST and clouds, as explained for the winter season, and
shown in the OLR changes for both the RCPs (Figures 5.27c and 5.28¢). This pat-
tern seems stronger in the RCP4.5 scenario for the summer season and links with

the wind increases, mainly over the Pacific Ocean (Figure 5.32f).

The precipitation changes for RCP8.5 (Figure 5.29¢) and RCP4.5 (Figure 5.30c)
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are the result of the changes in the large-scale fields. The precipitation changes are
similar in both the RCPs, including the summer features of the maximum changes at
tropical latitudes and over the South America. These changes correspond well with
the OLR changes in both the RCPs with the removal of Amazon Forest impacts the
global-scale precipitation. The RCP4.5 precipitation changes are stronger than in
the RCP8.5 over South America which will be explored in detail in the regional-scale

section.
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Figure 5.31 - Zonal mean temperature and zonal wind RCP8.5 changes in DJF.
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show HadGEMZ2-ES Historical climatology for the period 1976-2005.

SOURCE: Author’s production.
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Figure 5.32 - Zonal mean temperature and zonal wind RCP4.5 changes in DJF.
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SOURCE: Author’s production.
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5.1.2.3 Transition seasons

The large-scale patterns for the spring and autumn seasons are also described in the
Chapter 4, Section 4.2.2.3. The HadGEM2-ES Historical climatology can be used
as a background reference for the fields analysed in this section. As described in the
introduction, the analyses discussed here refer to difference between the HadGEM2-
ES experiments without Amazon Forest minus with fixed land use (WAMZ—CTRL).

The baroclinicity changes at upper levels (250hPa) (Figures 5.17b and 5.18b) for
the spring season have a zonal change concentrated around 30° over the SH, similar
to the preceding season, with baroclinicity decreases over the band from the Pacific
Ocean towards South America and the Atlantic Ocean (~ 30°S), while there are in-
creases over the southern Atlantic, South Africa and Australia. For the experiment
RCP8.5 only the maximum Eady growth rate decreases in a band from the Indian
ocean (northweast of Australia) towards the Pacific Ocean (Figure 5.17b), however
this contrasts with the increase over the Pacific Ocean in the RCP4.5 scenario (Fig-
ure 5.18b). The autumn baroclinicity RCP8.5 changes are the largest of all seasons
at upper levels, while the RCP4.5 is as strong as the summer season, which indi-
cates a strong relation to the warming in the Pacific Ocean shown in Figures 5.25d
and 5.26d in both the RCP scenarios. The Eady growth rate changes at 250hPa
correspond well with the autumn cyclone track, genesis, lysis density and MGDR
changes (Figures e and f of 5.13, 5.14, 5.15 and 5.16). At lower levels the changes in
baroclinicity during the spring and autumn (Figures 5.19b,d and 5.20b,d) are in the
same latitudes as the changes in cyclone track density changes (Figures 5.1e and f)
for each respective RCP and also have the main features of the changes discussed

to the preceding seasons.

The spring and autumn zonal mean temperature and zonal wind changes are shown
in Figures 5.33, 5.35, 5.34 and 5.36, for Atlantic (a,b), Indian (c,d) and Pacific (e,f)
Oceans in each of the RCPs. The differences for WAMZ—HIST (black contours)
and CTRL—HIST (grey contours) are shown in these figures to give an idea of the
magnitude of changes. During the spring the ITCZ position is displaced to the north,
similar to the winter season, while the autumn I'TCZ position is more similar to the
summer season. These ITCZ variabilities have direct impacts on the wind changes
(Figures 5.33, 5.35, 5.34, 5.36, right side) and this seems to be related to those in
the succeeding seasons, while the temperature cross sections seem to be similar to
those in the preceding season, which suggests a direct relation to the large thermal

inertia of the oceans in the experiments without the Amazon Forest. The autumn
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zonal wind changes are very similar between the RCPs, however they are stronger at
upper levels in the RCP8.5 scenario, particularly in the Atlantic and Pacific Ocean.
These changes suggest a direct impact of the removal of the Amazon Forest on the
adjacent oceans, which corresponds to the baroclinicity and track changes over both
the oceans. Also, the temperature at lower levels increases over the Atlantic region at
extratropical latitudes (20 —30°S) while a decrease occurs at polar latitudes (Figure
5.35a).

Geopotential height anomaly changes during the transition seasons are similar to
those in the preceding season, as are shown in Figures 5.33, 5.34, 5.35 and 5.36
for both the RCPs. The field features are described in previous Section 5.1.2.1 and
5.1.2.2. Similar to the geopotential changes, the skin temperature changes for transis-
tion seasons have similarity with those in the preceding season and are shown in Fig-
ures 5.25b,d and 5.26b,d for both the RCPs. The field features are also described in
previous Section 5.1.2.1 and 5.1.2.2, however the difference between WAMZ—CTRL
for spring temperature changes over the centre-southeast of Brazil is the largest
of all season in both the scenarios (Figures5.25b and 5.26b) (will be discussed in

regional-scale changes, Section 5.1.4.3).

The precipitation changes during the spring and autumn seasons are shown in Fig-
ures 5.29b,d and 5.30b.,d for each RCP scenario. The autumn RCP4.5 changes are
stronger than RCP8.5 scenario, which also have the largest changes of all seasons.
As expected, the OLR changes (Figures 5.27b,d and 5.28b,d) correspond very well

with precipitation changes.
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Figure 5.33 - Zonal mean temperature and zonal wind RCP8.5 changes in SON.
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(f) Pacific. Results are calculated as the difference of the WAMZ minus CTRL exper-
iment for the period 2070-2099 over Southern Hemisphere oceans. Black line contours
show HadGEMZ2-ES Historical climatology for the period 1976-2005.

SOURCE: Author’s production.
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Figure 5.34 - Zonal mean temperature and zonal wind RCP4.5 changes in SON.
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show HadGEMZ2-ES Historical climatology for the period 1976-2005.

SOURCE: Author’s production.
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Figure 5.35 - Zonal mean temperature and zonal wind RCP8.5 changes in MAM.
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SOURCE: Author’s production.
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Figure 5.36 - Zonal mean temperature and zonal wind RCP4.5 changes in MAM.
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5.1.3 Cyclone intensity changes

The cyclone intensity biases are calculated using the vorticity field at 850hPa for each
HadGEM2-ES ensemble member individually and for the HadGEM2-ES average as
the difference between the HadGEM2-ES experiments without Amazon Forest and
with land use change fixed in 2005 (WAMZ—CTRL). The climatology period is 2070
to 2099 for both experiments. The HadGEM2-ES HIST cyclone count are shown to

give a background of the future projected changes in relation to the past climate.
5.1.3.1 Cyclone count

Results show that the number of cyclones identified for RCP8.5 and RCP4.5 respec-
tively, shown in Tables 5.1 and 5.2, are fewer than in historical period in all seasons.
The removal of the Amazon Forest for both the RCPs show that the future projected
climate further reduces the number of cyclones in almost all seasons and these ten-
dencies can be seen in both the scenarios, except in MAM where there is an increase
in the number of cyclones per month. In general, the differences (WAMZ—CTRL)

in numbers are relatively small and may be associated with two factors.

The removal of the Amazon Forest seems to be reflected in the atmosphere in several
ways, as shown in Sections 5.1.1 and 5.1.2, however the count over all the southern
hemisphere may be hiding regional variability. Also, some atmospheric small-scale
processes may not be represented particularly well. Thus, the lower spatial resolu-
tion may also affect the representation of cyclones over the Southern Hemisphere.
This hypothesis is also supported by the biases found in the comparison between
HadGEM2-ES and ERA-Interim, as shown in the Chapter 4 - Section 4.2.3. Also,
Willison et al. (2013) found that the spatial resolution impacts directly the diabatic
heating in cyclone development. This may be hiding the impact of the Amazon For-
est on the storm track count once there are large changes in the tropical region and

some of those may not be acting over the extratropical regions.

Second, the increase of the SST during the summer season associated with the large
thermal inertia of the oceans may also contribute to the increases during the autumn
season (MAM). Also, it may contribute to the earlier appearance of the split jet (see
Figures 5.35 and 5.36, right side) that generally occurs during the winter season, as
shown in Chapter 4 - Section 4.2.2.1. Therefore, these features partially contribute

to the projected changes of the number of cyclones over the Southern Hemisphere.
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Table 5.1 - Number of cyclones per month for each season in HadGEM2-ES experiments
that are found in the SH extratropics (90°S,20°S) for all seasons in RCP8.5
scenario. The period for WAMZ and CTRL experiments is 2070-2099 and for
Historical experiment is 1976-2005. Abbreviations: EM, Ensemble Member.

Experiment JJA- SON DJF MAM
HIST 131.1 122.6 108.6 122.1

WAMZ EM 1 125.6 118.1 105.7 118.4
WAMZ EM 2 125.0 117.8 1054 118.6
WAMZ EM 3 1254 1189 106.6 117.7
WAMZ EM 4 1249 1175 104.3 120.1

CTRLEM 1 1258 119.6 107.3 117.7
CTRL EM 2 126.5 117.8 1059 118.6
CTRL EM 3 1259 119.0 105.5 117.5
CTRLEM 4 1254 1178 106.3 117.0

WAMZ 125.3 118.1 105.5 118.7
CTRL 125.9 1185 106.3 117.7
Differences -0.6 -04 -0.8 1.0

SOURCE: Author’s production.

Table 5.2 - Number of cyclones per month for each season in HadGEM2-ES experiments
that are found in the SH extratropics (90°S,20°S) for all seasons in RCP4.5
scenario. The period for WAMZ and CTRL experiments is 2070-2099 and for
Historical experiment is 1976-2005. Abbreviations: EM, Ensemble Member.

Experiment JJA SON DJF MAM
HIST 131.1 122.6 108.6 122.1

WAMZ EM 1 1258 117.6 105.2 118.5
WAMZ EM 2 1252 118.5 106.4 119.0
WAMZ EM 3 124.3 118.3 105.2 119.0
WAMZ EM 4 125.8 119.2 1054 117.7

CTRLEM 1 1258 1188 106.9 1188
CTRL EM 2 126.3 1183 1054 117.1
CTRL EM 3 125.6 1186 106.1 1174
CTRL EM 4 1247 1189 106.8 117.6

WAMZ 125.3 1184 105.5 118.5
CTRL 125.7 118.7 106.3 117.7
Differences -0.4 -0.3 -0.8 0.8

SOURCE: Author’s production.
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5.1.3.2 Maximum intensity distribution

In general, the intensity distribution changes are relatively similar across all of the
seasons, although there are small differences in the maximums and the total number
of storms between the seasons. The maximum relative vorticity distribution com-
parison for RCP8.5 and RCP4.5 with the Historical experiment shows that there
are fewer storms in the low-medium intensity range and more high-intensity storms
(< -10x107°s7'). Recent studies such as Chang (2017), highlight that the extreme
storms increase in CMIP5 models under the RCP8.5 scenario. Also, the weakest
intensity storms have a very small increase in all seasons for both the scenarios and
experiments. As the distributions are very similar, a nonparametric method such
as Kolmogorov-Smirnov (KS) test is performed to test when and if the intensity
distributions are statistically different, as shown in the Tables 5.3 and 5.4. This
is similar to that applied by Hodges et al. (2011) to test the small differences be-
tween reanalysis datasets. This method tends to have less statistical power than
parametric methods (e.g. Student’s t-test), but do not depend on any distributional

assumptions. For more detail about the method, see Chapter 3 - Section 3.4.3.

The austral winter maximum intensity distribution for future projected changes are
shown Figure 5.37. The changes show the highest number and intensity of cyclones
during the winter season, which the RCP4.5 WAMZ climatology (dashed red line)
have larger magnitude and the maximum number of cyclones is 18.40 per month
for cyclones with vorticity of -6.5x107°s~!. The maximum standard deviation also
occurs for this distribution with 0.60 cyclones per month. These results are consistent
with those shown in Chapter 4 (Section 4.2.3.2) where the highest number and

intensity of cyclones were also found in the winter season.

The HADGEM2-ES CTRL experiments for both the RCPs (Figure 5.37, blue solid
and dashed lines) in general tend to represent more storms during the winter season,
including the shift to stronger intensity values. This indicates that the removal
of Amazon Forest (WAMZ experiments) reduces the number of storms over the
Southern Hemisphere during the winter season as also shown in Tables 5.1 and 5.2.
However, the WAMZ experiments (Figure 5.37, red solid and dashed lines) seem to
increase the medium (between -6.5 and -7.5x107°s™!) and very high (> -13x107°s™!)
intensity storms for both the RCPs. Considering all of distribution, the standard

deviation is approximately 2 times larger for WAMZ experiments.

The KS D statistics (Tabs. 5.3 and 5.4) during the austral winter correspond with
the results found in the previous sections (5.1 and 5.1.2). The comparison WAMZ
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minus the Historical (WAMZ—HIST) shows that the WAMZ experiment tends to
represent less storms in the RCP8.5 (Tab. 5.3, left side) and the percentage of
ensemble members with D > 0.05 is 25%, thus this mean that only an EM has D
statistics greater than 0.05 (Tab. 5.3, right side). The difference is also observed
for CTRL minus the Historical experiment (CTRL—HIST) in this scenario (Tab.
5.3, JJA), however the difference is statistically greater (almost two times). These
difference patterns for WAMZ—HIST and CTRL—HIST are also observed under
the RCP4.5 scenario (Tab. 5.4, left side), however they are greater and the ensemble

members agrees more between them (Tab. 5.4, right side).

Figure 5.37 - Maximum intensity distribution for JJA during the period 2070-20909.
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ES experiments for RCP8.5 and RCP4.5 scenarios. Standard deviation of climatology
across the each 4 HadGEM2-ES EMs are represented by light grey (HIST), light blue/cyan
(CTRL) and light red/magenta (WAMZ) shading. The vorticity is scaled by -1 and the
bin widths are 1 x 1072571,

SOURCE: Author’s production.
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Table 5.3 - Kolmogorov-Smirnov statistical test for the RCP8.5 experiments in comparison
to the Historical experiment and between them. Each experiment comparison
shows the Kolmogorov-Smirnov statistic (D) for intensity distributions of the
relative vorticity in the Southern Hemisphere for the respective seasons (top
side); and the percentage of individual HadGEM2-ES ensemble member in a
likewise experiment comparison for each member. The period for WAMZ and
CTRL experiments is 2070-2099 and for Historical experiment is 1976-2005.
Abbreviations: EM, Ensemble Member.

HadGEM2-ES Ensemble Mean

% of EM where D > 0.05

JJA SON DJF MAM JJA SON DJF MAM
T —
st Dbl vz oss gy s awnwo
o, D WS v ot o

SOURCE: Author’s production.

Table 5.4 - Kolmogorov-Smirnov statistical test for the RCP4.5 experiments in comparison
to the Historical experiment and between them. Each experiment comparison
shows the Kolmogorov-Smirnov statistic (D) for intensity distributions of the
relative vorticity in the Southern Hemisphere for the respective seasons (top
side); and the percentage of individual HadGEM2-ES ensemble member in a
likewise experiment comparison for each member. The period for WAMZ and
CTRL experiments is 2070-2099 and for Historical experiment is 1976-2005.
Abbreviations: EM, Ensemble Member.

HadGEM2-ES Ensemble Mean

% of EM where D > 0.05

JJA SON DJF MAM JJA- SON DJF MAM
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SOURCE: Author’s production.
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The spring maximum intensity distributions are shown in Figure 5.38. In general,
the spring season distributions are very similar those in the winter season, but with
fewer cyclones during the peak of the season for relative vorticity -6.0x1075s7L.
Also, the peak distribution of storms is lower than historical period (Figure 5.38,
solid black line). The RCP4.5 CTRL (Figure 5.38, dashed blue line) simulates more
storms of all the experiments, however the RCP8.5 WAMZ simulates fewer storms.
This pattern of fewer storms under the RCP8.5 scenario is also present during the
spring season, however the removal of the Amazon Forest has the smallest impact of
all seasons over the SH storm tracks, as shown in Table 5.1 and 5.2). The differences
(WAMZ—CTRL) are the smallest in this season, which correspond with the spring
baroclinicity at lower levels (850hPa) small changes discussed in the results (Section
4.2.2.3). The model also tends to decrease the intensity of future projected cyclones
and the distribution being shifted for fewer number of storms. The maximum STD
is 0.75 cyclones per month under RCP4.5 WAMZYZ for this distribution, the largest

of all seasons.

The KS D statistic (Tabs. 5.3 and 5.4) during spring is similar to the winter season,
however the D statistic increases and the p values decrease for the comparison
CTRL—HIST, evidencing that the distributions are little different. The p values are
high and do not suggest that then null hypothesis can be rejected. These results were
expected for KS D statistics, which means that relatively high values of D results
in smaller p values. However, these results will be explored in a further journal

publication.
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Figure 5.38 - Maximum intensity distribution for SON during the period 2070-2099.
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Maximum relative vorticity (107>s~1)

Maximum intensity distribution based on 850hPa relative vorticity for spring over SH
(90°S - 20°S). Values are number per month for the period 2070-2099 for the HadGEM2-
ES experiments for RCP8.5 and RCP4.5 scenarios. Standard deviation of climatology
across the each 4 HadGEM2-ES EMs are represented by light grey (HIST), light blue/cyan
(CTRL) and light red/magenta (WAMZ) shading. The vorticity is scaled by -1 and the
bin widths are 1 x 1072571,

SOURCE: Author’s production.

The summer season intensity distributions for future projections (Figure 5.39) are
narrower and weaker than other seasons, however decrease of cyclones per month
is the largest of all seasons. The RCP4.5 distribution shows a slight increase of the
storms for intensities between -3 and -4x107°s™! for the WAMZ and CTRL ex-
periments in relation to the Historical climatology (Figure 5.39, black solid line).
The RCP8.5 distribution for this intensity intervals are also near to the maximum
intensity for the Historical experiment. This result corresponds with the future pro-
jected changes found for the storm track densities (Section 5.1.1.2) and large-scale

(Section 5.1.2.2). Similar to the winter season, the maximum standard deviation
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can be seen for WAMZ experiments are 0.53 and 0.46 cyclones per month under
RCP4.5 and RCP8.5 scenario, respectively. The KS D statistic (Tabs. 5.3 and 5.4)
during summer is also similar to the winter and spring seasons, but the comparison
WAMZ—CTRL for RCP4.5 scenario has the smallest ensemble member agreement
(50%) of all seasons (Tab. 5.4, right side).

Figure 5.39 - Maximum intensity distribution for DJF during the period 2070-2099.
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Maximum relative vorticity (107>s~1)

Maximum intensity distribution based on 850hPa relative vorticity for summer over SH
(90°S - 20°S). Values are number per month for the period 2070-2099 for the HadGEM2-ES
experiments for RCP8.5 and RCP4.5 scenarios. Standard deviation of climatology across
the each 4 HadGEM2-ES EMs are represented by light grey (HIST), light blue/cyan
(CTRL) and light red/magenta (WAMZ) shading. The vorticity is scaled by -1 and the
bin widths are 1 x 1072571,

SOURCE: Author’s production.
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In contrast with the spring season, the projected changes in autumn (Figure 5.40)
have the largest cyclone differences and is the unique season where there is storm
increase compared to the other seasons, as shown in Tables 5.1 and 5.2). These
results correspond well with the increases shown in the storm track density (Section
5.1.1.3) and large-scale (Section 4.2.2.3) changes for both the RCP scenarios. Also,
these changes are also similar to the summer intensity distribution changes. The
maximum standard deviation is 0.66 cyclones per month for the RCP8.5 WAMZ

distribution, which is similar to the spring season.

The K S D statistic (Tabs. 5.3 and 5.4) during the autumn season has the statis-
tically largest differences for the comparisons in all seasons, which correspond very
well with the changes shown in the Sections 5.1.1.3 and 5.1.2.3. In general the dif-
ferences are two times more than those in the preceeding season (DJF) and the
ensemble members agrees with them (100%) for the comparisons WAMZ—HIST
and CTRL—HIST in both the scenarios (Tabs. 5.3 and 5.4, right side). For the com-
parison RCP8.5 WAMZ—CTRL (Tab. 5.3, right side), this is the period when the
model ensemble members agreement is largest (75%) of all seasons in this scenario.
Also, there is a D statistic increase and the p values decrease for the comparison
CTRL—HIST in both the scenarios, which is similar to the spring season and ev-
idences that the distributions are little different. As discussed previously, these p
values results will be explored in a further journal publication. These results fit with
the storm track changes shown for the WAMZ experiments in relation to the CTRL
experiments in both the RCPs, which have the largest changes during the autumn

SeasoI1l.
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Figure 5.40 - Maximum intensity distribution for MAM during the period 2070-2099.
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Maximum relative vorticity (107>s~1)

Maximum intensity distribution based on 850hPa relative vorticity for autumn over SH
(90°S - 20°S). Values are number per month for the period 2070-2099 for the HadGEM2-ES
experiments for RCP8.5 and RCP4.5 scenarios. Standard deviation of climatology across
the each 4 HadGEM2-ES EMs are represented by light grey (HIST), light blue/cyan
(CTRL) and light red/magenta (WAMZ) shading. The vorticity is scaled by -1 and the
bin widths are 1 x 1072571,

SOURCE: Author’s production.
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5.1.4 Regional-scale changes

This section focuses on the regional-scale changes over South America and adjacent
oceans. The novelty in the presented research is not in having advanced terrestrial
surface analysis (e.g. land carbon, vegetation), it is in the comprehensiveness of the

study about how the changes in land use alter the future projected climate.

The regional-scale changes are calculated for each HadGEM2-ES ensemble mem-
ber individually and for the HadGEM2-ES ensemble member mean, refered to as
HadGEMZ2-ES, but only the differences between the Without Amazon Forest minus
Control (WAMZ—CTRL) experiment in each RCP scenario is shown for brevity. The
fields are presented for all seasons in the same figure to show the annual variability.
The main climatological patterns over SA for the historical period are described in
Chapter 2 - Section 2.2.2.3 - and for a CMIP5 multi-model perspective in Torres
(2014).

5.1.4.1 Winter

The differences between the WAZM and CTRL experiments for skin temperature
for both the RCPs in all seasons are shown in Figures 5.41 and 5.42. This field
represents the surface temperature over the oceans (SST) and the surface temper-
ature over the continents as explained previously. In general the skin temperature
during the winter season decreases in the RCP8.5 scenario (Figure 5.41a), however
this contrasts with temperature increases in the RCP4.5 scenario (Figure 5.42a).
For the RCP8.5 scenario the temperature decreases around 2°C over the region of
the removal of the Amazon Forest, with the strongest reduction (—3°C) over the
west of the Amazon (Acre State - Brazil). There are other areas of decrease areas
over the north of Argentina and south of the Atlantic Ocean in extratropical lati-
tudes. However, the temperature increases over the centre-south of Brazil towards
the adjacent region of the Atlantic Ocean. There are other areas of increasing tem-
peratures over the east of northeast of Brazil and the Northern Hemisphere (NH)
Atlantic Ocean, which extends to the tropical Pacific Ocean. In the RCP4.5 scenario
the temperature change has the same spatial pattern over the region of the Amazon
Forest (~ —2.0°C), where the region with the largest decrease is also found over the
west of the Amazon (~ —2.5°C). In addition, there is also a decrease in temperature
over the Drake Passage. While the temperature decrease is similar to the RCP8.5
scenario, the area of temperature increase over the centre-south of Brazil is larger in
the RCP4.5 scenario (Figure 5.42a) with the largest change is found on the border of

Brazil-Bolivia. Also, there are other regions of increase peaks the centre and north-
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east of Brazil and Pacific Ocean near to Peru. Therefore, these SST increases over
the Pacific and Atlantic Oceans for both the RCPs, in particularly in RCP4.5, may
affect the climate on different time scales such as interdecadal (ENSO (4-7 years))
and decadal (AMO and PDO (10 years)).

The novelty of this study, in terms of regional climate change, is the temperature
decrease over the Amazon Forest in both the RCP scenarios when the Amazon Forest
is removed, which contrasts with several previous studies. This hypothetical scenario
of the removal of Amazon Forest was explored in previous studies for climate global
and regional models such as Nobre et al. (1991), Foley and Costa (2000), Oyama
and Nobre (2003), Sampaio et al. (2007), Alves (2016), Pitman and Lorenz (2016)
and Alves et al. (2017). For more details about how the LUC affect the atmosphere,
see Section 2.2.2.4.

Although previous studies are not comparable to the simulations used here due to
the use of different model physics, features and configuration, there are some features
of the HadGEM2-ES model that may explain this difference as follows:

e The terrestrial ecosystems and hydrology, are tightly coupled in
HadGEM2-ES;

e The surface roughness, impacts directly the wind near the surface and the
climate (SUD et al., 1988);

e The feedback mechanisms, HadGEM2-ES was designed to be responsive
to these.

The precipitation changes (WAMZ—CTRL) are shown in Figures 5.43 and 5.44 for
each RCP scenario in all seasons. The winter precipitation in RCP8.5 decreases from
the ITCZ region, through to the Amazon Forest region toward the southeast of SA,
to the Atlantic Ocean at a latitude of ~ 30°S (Figure 5.43a). Contrasting with
this area, precipitation increases over tropical latitudes (~ 10°N) from the Atlantic
toward the Pacific Ocean. Other small areas of increase are observed in the Pacific
and Atlantic Oceans at a latitude of 40°S. Although the spatial precipitation patterns
for RCP4.5 are similar to those of RCP8.5. The areas of precipitation change are
smaller for RCP 4.5 over the I'TCZ region with overall less changes for RCP4.5. In
addition, there is a precipitation increase over Central America (Figure 5.44a) that

contrasts with the RCP8.5 scenario (Figure 5.43a). The precipitation decrease for
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the experiments without the Amazon Forest correspond to previous studies such as
Nobre et al. (1991), Sampaio et al. (2007) and Alves et al. (2017).

The outgoing longwave radiation change during the winter season for both the RCPs
(Figures 5.45a and 5.45a) corresponds very well with the precipitation spatial pat-
terns for each respective RCP scenario. The OLR decrease changes have been as-
sociated with more clouds (precipitation increase), while the OLR increase changes

are related to less clouds (precipitation decrease).

The wind changes (WAMZ—CTRL) at 850hPa for the winter season are shown in
Figures 5.43a and 5.44a for both the scenarios in all seasons. The wind intensities
in the RCP8.5 scenario (shaded colours) increase mainly over the tropics (10°S -
10°N) and extratropical (45 — 60°S) regions. The removal of the Amazon Forest
decreases the roughness and increases the trade winds that flow from the South
Atlantic toward the west of the normal forest region (latitudes of 2 — 4°S). The
wind at lower levels forks when at Andes Mountains (adjacent to mountain), which
creates a local circulation. Moreover, the removal of the Amazon Forest enhances
the natural anticyclonic circulation over the South Atlantic and the eastward wind
in the extratropical latitudes (~ 40°S). For the RCP4.5 scenario the wind change
patterns are similar to those for the RCP8.5 scenario over the Amazon Forest region,
however in general the winds have stronger intensities over the Pacific Ocean and

weaker intensities over Atlantic Ocean.

The previous wind pattern gives a background to the winter maximum Eady growth
rate shown in Figure 5.49a for RCP8.5 and 5.50a for RCP4.5. The baroclinic instabil-
ity represents the growth of convection and links regions of cyclogenesis and cyclone
growth rate with the large-scale environment. For the RCP8.5 scenario the baro-
clinicity increases from the south of the Amazon Forest toward the South Atlantic,
with a maximum Eady growth rate change of around 0.09 day~! over Mato Grosso
and Rondénia State in Brazil (5.49a). However this field shows decreases over the
extreme south of South America and adjacent oceans. The baroclinicity changes for
RCP4.5 (5.50a) are similar to those for RCP8.5, but the area of increase area over
the centre of SA is smaller and there are decreases over Argentina and Chile and
increases adjacent to the Argentina coastline. These patterns correspond very well
with the cyclone track changes (Figures 5.1e and f; 5.2e and f; 5.3e and f; and 5.4e
and f) for each respective scenario observed mainly in latitudes below 20°S over the

South America.

The winter relative humidity (RH) and omega at 850hPa changes (WAMZ—CTRL)
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for both the RCPs are shown in Figures 5.41a and 5.42a. These fields relate the
regions where there is lifting (negative omega, blue triangles) and humidity avail-
ability (positive RH, blue shaded) for the storm development. The RH changes are
similar in both the RCPs, with larger RH increases observed over major parts of
Brazil, Bolivia, northern of Paraguay and Peru towards the Tropical Pacific. This
area of RH increase is higher in the RCP4.5 scenario. Moreover, omega decreases
over the Tropical Atlantic and Pacific Oceans and extratropical regions, however this
field tends to follow the position of the Subtropical Jet (Figures 5.21a and c, and
Figures 5.22a and c) and is associated with regions of convection of South America.
Thus, for RCP8.5 the region of omega decrease is displaced to the south (~ 45°S)
in relation to the RCP4.5 (~ 30°S). The omega increase (Figures 5.41a and 5.42a,
red triangles) is associated with the regions of subsidence (high pressure), which
results in non-development of storms due to the less RH availability over the border

of Amazon Forest and in the Atlantic Ocean.

The surface latent heat (SLH) changes (WAMZ—CTRL) for RCP8.5 and RCP4.5
scenarios are shown in Figures 5.55a and 5.56a, respectively. The removal of the
Amazon Forest for both the RCPs results in a decrease in the availability of SLH
over the centre-north of SA with the strongest decrease occuring over the south and
east of the normal Amazon Forest region. This seems associated with the north-
ern position of the I'TCZ during the austral winter. There is a tendency for latent
heat increases around the region of large decrease, particularly over the Tropical
Pacific and Atlantic Oceans. For the RCP8.5 (Figure 5.55a), there are more SLH
changes over the extratropical region (between 30 — 60°S) and the SLH increase
(decrease) over the Atlantic Ocean (latitude of 40°S) corresponding well with the
ST density increase (decrease) (Figure 5.1e). However, the SLH for RCP4.5 (Figure
5.56a) decreases over the Tropical Atlantic (Cuba and Jamaica region) and the area
of increase close to the northeast of Brazil seems displaced to the south in RCP4.5
in relation to the RCP8.5 changes.

In general the surface sensible heat (SSH) changes (WAMZ—CTRL) are concen-
trated over the SA in continental area and are shown in Figures 5.57a and 5.58a for
the RCP8&.5 and RCP4.5 scenarios. The removal of the Amazon Forest for RCP8.5
increases the SSH in the centre-north of SA, including the southeast of Brazil, with
the largest increase found over the south and east of the Amazon Forest. There
are other areas of increase over the Atlantic Ocean that is in the same location as
the SLH changes at a latitude of 40°S and another region at approximately 50°S,

which indicates that the cyclones may be stronger in these regions. This pattern
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corresponds well with the RCP8.5 enhanced baroclinicity at 850hPa over the South
Atlantic (Figure 5.49a). However, there are SSH RCP8.5 decreases over the band
localized over the north of SA (between Suriname and Venezuela), Central America
and in the Pacific Ocean adjacent to the extreme south of SA (60°S). The SSH
RCPA4.5 changes are similar to the RCP8.5 changes, but with smaller changes over

the oceans and an increase over Central America.

Finally, the evaporation minus precipitation (£ — P) is shown in Figures 5.59a for
RCP8.5 and 5.60a for RCP4.5. This relation is very important to climate change
because over the ocean it affects the salinity of the mixed layer, while over conti-
nents it defines the sum of surface and subsurface runoff. Thus, the F — P represents
the freshwater budget, or water balance, which the idealy should be close to 0 and
negative (positive) values indicate less evaporation (more precipitation). In gen-
eral the largest E — P changes occur over the continent. There is a decrease in
evaporation in the Amazon Forest region in both the RCP scenarios (Figures 5.59a
and 5.60a), particularly on the eastern side. Another region of decrease is found
over the Tropical Atlantic at approximately 10°N, but this change only occurs for
(WAMZ~—CTRL) under RCP8.5. On the other hand, the £ — P in both the RCPs
increases over Colombia and the Equator and in the border area of Brazil-Bolivia.
This corresponds well with the wind forks (Figures 5.43a and 5.44a), SSH (increase,
Figures 5.55a and 5.56a), SLH (decrease, Figures 5.57a and 5.58a), OLR (decrease,
Figures 5.45a and 5.46a), precipitation (Figures 5.43a and 5.44a) and temperature
(Figures 5.41a and 5.42a) patterns found in this analysis. Therefore, this analysis
leads to hypothesis that the feedback mechanisms are different from previous stud-
ies, since the climate response for temperature is opposite. This will be discussed in

the concluding summary (Section 5.2).
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Figure 5.41 - Skin temperature RCP8.5 changes.
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Skin temperature (°C’) RCP8.5 changes (WAMZ—CTRL) for the period 2070-2099 over
Southern Hemisphere: (a) JJA; (b) SON; (¢) DJF; and (d) MAM. Black line contours
show HadGEM2-ES Historical climatology for the period 1976-2005 and dashed contours
indicate negative values.

SOURCE: Author’s production.
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Figure 5.42 - Skin temperature RCP4.5 changes.
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Skin temperature (°C’) RCP4.5 changes (WAMZ—CTRL) for the period 2070-2099 over
Southern Hemisphere: (a) JJA; (b) SON; (¢) DJF; and (d) MAM. Black line contours
show HadGEM2-ES Historical climatology for the period 1976-2005 and dashed contours
indicate negative values.

SOURCE: Author’s production.
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Figure 5.43 - Precipitation RCP8.5 changes.
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Precipitation (mm/season) RCP8.5 changes (WAMZ—CTRL) for the period 2070-2099
over Southern Hemisphere: (a) JJA; (b) SON; (c) DJF; and (d) MAM.

SOURCE: Author’s production.
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Figure 5.44 - Precipitation RCP4.5 changes.
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Precipitation (mm/season) RCP4.5 changes (WAMZ—CTRL) for the period 2070-2099
over Southern Hemisphere: (a) JJA; (b) SON; (c) DJF; and (d) MAM.
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Figure 5.45 - Outgoing longwave radiation RCP8.5 changes.

P0°W 60°W 30°W

60°S : . ——oos 60 : . ——e0s
90W 60°W W 90w 60°W W

60°S : : ——oos 60 : . ——e0s
90'W 60°W W 90w 60°W W

126 10 75 5 4 3 2 1 1 2 3 4 5 75 10 125

Outgoing longwave radiation (Wm~2) RCP8.5 changes (WAMZ—CTRL) for the period
2070-2099 over Southern Hemisphere: (a) JJA; (b) SON; (c) DJF; and (d) MAM.

SOURCE: Author’s production.
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Figure 5.46 - Outgoing longwave radiation RCP4.5 changes.
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Outgoing longwave radiation (Wm~2) RCP4.5 changes (WAMZ—CTRL) for the period
2070-2099 over Southern Hemisphere: (a) JJA; (b) SON; (c) DJF; and (d) MAM.
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Figure 5.47 - Wind RCP8.5 changes at 850hPa.
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Wind (ms~!) RCP8.5 changes (WAMZ—CTRL) for the period 2070-2099 over Southern
Hemisphere: (a) JJA; (b) SON; (c) DJF; and (d) MAM.

SOURCE: Author’s production.
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Figure 5.48 - Wind RCP4.5 changes at 850hPa.
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Wind (ms~!) RCP4.5 changes (WAMZ—CTRL) for the period 2070-2099 over Southern
Hemisphere: (a) JJA; (b) SON; (c) DJF; and (d) MAM.

SOURCE: Author’s production.
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Figure 5.49 - Maximum Eady growth rate RCP8.5 changes at 850hPa for the period 2070-
2099.
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Maximum Eady growth rate (day—') RCP8.5 changes (WAMZ—CTRL) at upper levels
(850hPa) for the period 2070-2099 over Southern Hemisphere: (a) JJA; (b) SON; (c) DJF;
and (d) MAM.

SOURCE: Author’s production. 180



Figure 5.50 - Maximum Eady growth rate RCP4.5 changes at 850hPa for the period 2070-
2099.

30°W 30°W
g Ve 0°N °) ." o CEEELELEL Ve 0°N
Yoo ..... 30°S o ’ g ..... 30°S
60°S  60°S - - ——Jeoes
30°W 90°W 60°W 30°W
W
A P N
o ..... 30°S
60° - . ——Jes  e0s - - ——Jgos
90°W 60°W 30°W 90°W 60°W 30°W

015 012 009 006 003 -001 001 003 006 009 012 075

Maximum Eady growth rate (day~') RCP4.5 changes (WAMZ—CTRL) at upper levels
(850hPa) for the period 2070-2099 over Southern Hemisphere: (a) JJA; (b) SON; (c) DJF;
and (d) MAM.
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Figure 5.51 - Relative humidity and Omega RCP8.5 changes at 850hPa.
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Relative humidity (%) (shaded) and Omega (Pas™!) (triangle stipples) at 850hPa RCP8.5
changes (WAMZ—CTRL) for the period 2070-2099 over Southern Hemisphere: (a) JJA;
(b) SON; (c) DJF; and (d) MAM.

SOURCE: Author’s production.
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Figure 5.52 - Relative humidity and Omega RCP4.5 changes at 850hPa.
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Relative humidity (%) (shaded) and Omega (Pas™!) (triangle stipples) at 850hPa RCP4.5
changes (WAMZ—CTRL) for the period 2070-2099 over Southern Hemisphere: (a) JJA;
(b) SON; (c) DJF; and (d) MAM.

SOURCE: Author’s production.
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Figure 5.53 - Relative humidity and Omega RCP8.5 changes at 500hPa.
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Relative humidity (%) (shaded) and Omega (Pas™!) (triangle stipples) at 500hPa RCP8.5
changes (WAMZ—CTRL) for the period 2070-2099 over Southern Hemisphere: (a) JJA;
(b) SON; (c) DJF; and (d) MAM.

SOURCE: Author’s production.

184



Figure 5.54 - Relative humidity and Omega RCP4.5 changes at 500hPa.
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Relative humidity (%) (shaded) and Omega (Pas™!) (triangle stipples) at 500hPa RCP4.5
changes (WAMZ—CTRL) for the period 2070-2099 over Southern Hemisphere: (a) JJA;
(b) SON; (c) DJF; and (d) MAM.

SOURCE: Author’s production.
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Figure 5.55 - Latent heat RCP8.5 changes.
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SOURCE: Author’s production.
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Figure 5.56 - Latent heat RCP4.5 changes.
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Latent heat (Wm~2) RCP4.5 changes (WAMZ—CTRL) for the period 2070-2099 over
Southern Hemisphere: (a) JJA; (b) SON; (c) DJF; and (d) MAM.

SOURCE: Author’s production.
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Figure 5.57 - Sensible heat RCP8.5 changes.

W W
P - 0N o g 0N
Vi s e ; T s
60°S : . ——oos 60 : . ——e0s
90w 60°W W W 60°W W
W W
J . . \ 7 y .
4 ...4444....5' ..... OeN o] ' ..4444....5' ..... DeN
Vi hes we ; T s
60°S : : ——oos 60 : . ——e0s
90w 60°W W W 60°W W

25 20 1512510 75 5 3 1 1 3 5 75 10 125 15 20 25

Sensible heat (Wm~=2) RCP8.5 changes (WAMZ—CTRL) for the period 2070-2099 over
Southern Hemisphere: (a) JJA; (b) SON; (c) DJF; and (d) MAM.

SOURCE: Author’s production.
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Figure 5.58 - Sensible heat RCP4.5 changes.
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Sensible heat (Wm~=2) RCP4.5 changes (WAMZ—CTRL) for the period 2070-2099 over
Southern Hemisphere: (a) JJA; (b) SON; (c) DJF; and (d) MAM.

SOURCE: Author’s production.
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Figure 5.59 - Evaporation minus Precipitation RCP8.5 changes.
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Evaporation minus Precipitation (mm/day) RCP8.5 changes (WAMZ—CTRL) for the
period 2070-2099 over Southern Hemisphere: (a) JJA; (b) SON; (c) DJF; and (d) MAM.

SOURCE: Author’s production.
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Figure 5.60 - Evaporation minus Precipitation RCP4.5 changes.
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Evaporation minus Precipitation (mm/day) RCP4.5 changes (WAMZ—CTRL) for the
period 2070-2099 over Southern Hemisphere: (a) JJA; (b) SON; (c) DJF; and (d) MAM.

SOURCE: Author’s production.
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5.1.4.2 Summer

The summer storm track and large-scale patterns are described in detail in the
Chapter 4, Sections 4.1.2 and 4.2.2.2, where the historical climatology can be used
as a background reference for the fields analysed in this section. In addition, the
large-scale changes (WAMZ—CTRL) are described in Section 5.1.2.2, as well as the

storm track changes in Section 5.1.1.2.

The temperature changes for both the RCPs during the summer season are shown in
Figures 5.41c and 5.42¢. Similar to the winter season, in general the skin temperature
during the summer season decreases in the RCP8.5 scenario (Figure 5.41c), however
this contrasts with temperature increases in the RCP4.5 scenario (Figure 5.42c).
Also, the temperature decreases over the Amazon Forest region but the largest
change in temperature occurs over the border between Amazonas and Roraima
States in Brazil. This region is very close to the frontier of Brazil-Venezuela where
the highest mountain in Brazil, Pico da Neblina, with 2,995.3 meters, is found and
appears to affect the local circulation. However, there are orography height biases
over this region as shown in Chapter 4 - Figure 4.9. Moreover, the ITCZ is displaced
to the south during the summer which can also affect the temperature changes in

both the scenarios.

The temperature changes in RCP8.5 (WAMZ—CTRL) increases over the region
between Paraguay, north of Argentina, east of Bolivia and west of Centre-West
of Brazil. Moreover, the temperature increase over the south of Brazil toward the
adjacent Atlantic Ocean, northeast of Brazil and in the band between Roraima and
northeast of Venezuela. Also, there are other areas of increase over the Tropical
Atlantic Ocean (NH side) and another large region from the extreme south of SA
to the Tropical Pacific Ocean. However, there are other areas of decrease over the
centre of Argentina (—0.5°C) and other small decreases (—0.25°C) in parts of Brazil
and the Pacific and Atlantic Oceans. For the RCP4.5 scenario the changes are higher
than in RCP&.5 mainly over the central region of SA (~ 1°C) and over the adjacent
oceans (SSTs higher than RCP8.5).

The summer precipitation changes (WAMZ—CTRL) are shown in Figures 5.43c
for RCP8.5 and 5.44c for RCP4.5. The main increase is found over the south of
Brazil, Uruguay and east of Argentina, which seems directly related to the intensity
increases of the SA Low-Level Jet East of the Andes (SALLJ, Marengo et al. (2004)).
The increase of the winds in the SALLJ (Figures 5.47c¢ and 5.48¢c) seems increase

the instability over these areas, which gives the dynamical features to support the
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hypothesis that the removal of Amazon Forest may increase the number of cyclones
(Figure 5.5¢ and f) and genesis (5.6e and f). In addition, this combination of wind
(5.47c and 5.48¢), humidity and lifting (Figures 5.51c and 5.52¢), and SLH (Figures
5.55¢ and 5.56¢), may also lead to the hypothesis that an increase in the number of
Mesoscale Convective Complex (MCC), particularly in the RCP4.5 scenario. Also,
the increase of wind intensities in SALLJ contributes to the heat advection along
the Andes Mountains from Amazon Forest region toward Paraguay, which enhances

the sensible heat over this region as shown in Figures 5.57¢ and 5.58c.

Another precipitation increase over the Amazon Forest region (peaks on northeast,
south, west, and in the border over Maranhdo and Piaui - Brazil) seems to be
the result of the wind changes (Figures 5.47c and 5.48¢) associated with the ITCZ
position to south (Figures 5.45¢ and 5.46¢), which provides a humidity support in
both the scenarios. This precipitation change is larger over the Tropical Atlantic in
the RCP8.5 scenario (Figure 5.45¢). In addition, the SLH increase in both the RCPs
in the centre of the Amazon Forest, which corresponds to the precipitation increase
and indicates that it is the result of the combination of the humidity from the ITCZ
and lifting associated with the wind shear at upper levels (700 and 500hPa, not

shown).

The precipitation decreases over the major part of SA and over the Tropical and
South Atlantic sectors. The strongest decreases are found over northeast of Brazil
(coastline), centre of Amazonas State and between Acre State and Peru. These
changes are very similar between the RCPs, however they are larger in the RCP4.5
scenario particularly over the southeast of Brazil. These precipitation changes are
directly related to the removal of Amazon Forest and correspond with the OLR
(Figures 5.45¢ and 5.46¢) increases (less clouds). During summer there is a decrease
in the humidity at 500hPa in the Amazon Forest region and an increase in the
subsidence (Figures 5.53c and 5.54c, red shaded colors and red triangles), which
support the hypothesis that the removal of the Amazon Forest reduces the dynamical
support for the South Atlantic Convergence Zone (SACZ). This means that, even
with the greater availability of heat (latent heat - Figures 5.55¢ and 5.56¢; and
sensible heat - Figs 5.57c and 5.58¢c.), the SACZ pattern is reduced as discussed
previously. This corresponds well with the maximum Eady growth rate decrease

shown in Figures 5.49¢ and 5.49¢, particularly to RCP4.5 scenario.

The main patterns of SLH changes (Figures 5.55¢ and 5.56¢) were discussed pre-

viously. However, the SLH RCP4.5 increase near to the southeast of Brazil do not
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correspond with the storm track and genesis densities (Figures 5.5¢ and f, and 5.6e
and f) during the summer season. This seems related to the anticyclonic circulation
(Figure 5.48¢) associated with the omega increase at lower (Figure 5.52¢) and middle

(Figure 5.54c) levels that inhibits the genesis and growth of storms.

Finally, the summer evaporation minus precipitation (£ — P) is shown in Figures
5.59¢ and 5.60c for the RCP8.5 and RCP4.5 scenarios, respectively. The main change
occurs over the north of South America where there is a decrease of the evaporation
over the continent, where the I'TCZ displaced to the south is the main source of
humidity when the Amazon Forest is removed. Another main change occurs over the
centre of SA where there is an increase of the evaporation as a result of the sensible
heat increases in both the RCPs (Figures 5.57¢ and 5.58¢). The evaporation increase
over the coastline of northeast of Brazil is related to the precipitation decrease in
the Tropical Atlantic (Figures 5.43c and 5.44c). Another evaporation increase is
observed over Sao Paulo State only for RCP4.5 and it may be related to the SACZ

pattern reduction discussed previously.
5.1.4.3 Transition seasons

The spring and autumn storm track and large-scale patterns are described in detail
in the Chapter 4, Sections 4.1.3 and 4.2.2.3. The historical climatology can be used as
a background reference for the fields analysed in this section. Moreover, the large-

scale changes (WAMZ—CTRL) are described in Section 5.1.2.3, as well as storm
track changes in Section 5.1.1.3.

The temperature changes for both the RCPs during thetransition seasons are shown
in Figures 5.41b and d and 5.42b and d. The spring temperature decrease over the
Amazon Forest region is the smallest of all seasons in both the scenarios, while the
increase over the central region of SA is the largest. In summary, the temperature

changes are similar to those in the previous season.

The precipitation changes (WAMZ—CTRL) are shown in Figures 5.43c for RCP8.5
and 5.44c for RCP4.5. These are similar to those in the previous season, but they
are larger over the south of Brazil region during the autumn for RCP4.5 scenario.
This dynamical pattern during the autumn season is similar to discussed previously
for the summer season in this region where the SALLJ (Figures 5.47d; 5.48d) may
increase the convective systems. For both the seasons the spatial pattern of change

in precipitation and OLR (Figures 5.45b and d; and 5.46b and d) corresponds very
well in both the RCPs.
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The changes (WAMZ—CTRL) in both the RCP scenarios during the spring and au-
tumn seasons for wind (Figures 5.47b,d and 5.47b,d), baroclinicity (Figures 5.49b,d
and 5.50b,d), humidity and omega (Figures 5.51b,d and 5.52b,d), latent heat (Fig-
ures 5.55b,d and 5.56b,d), sensible heat (Figures 5.57b,d and 5.58b,d), and E — P
(Figures 5.59b,d and 5.60b,d), are similar to those in previous season (spring to

winter and autumn to summer).
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5.2 Discussion and conclusion

First, in relation to the Historical experiment, in general the storm track changes
in the CTRL experiment (Figures 5.1c and d) show a consistent poleward shift
for both of the RCPs, with the track density decreasing on the equatorward and
increasing on the poleward side. This is consistent with the previous results found
from CMIP5 (CHANG, 2013; HARVEY et al., 2014; LEE, 2014; REBOITA et al., 2018) and
CMIP3 (BENGTSSON et al., 2006). The largest ST density changes occur during the
summer and autumn seasons. The genesis and growth rates tend to be found close
the climatological region but the changes are larger during the summer and spring
season, particularly in the WAMZ—HIST experiments. The summer lysis density
changes around the Antarctic coast have the largest projected increases under both
the RCPs, where the maximum change occurs near to the Antarctic Peninsula. The
results show that the genesis and lysis future projection changes indicate that both

are slightly displaced to the south.

Constrasting the WAMZ with CTRL experiments, the storm track changes are con-
strained between 20°S and 75°S over the SH and are shifted poleward in the future
projected climate. The changes are stronger in the CTRL experiments compared
to the HIST experiment, particularly under the RCP4.5 scenario, with the summer
poleward shift being larger than the other seasons. However, the results show that
the WAMZ RCP8.5 experiment have a reduce ST poleward shift, which is reflected
directly in the decreases of mean growth decay rates over the southern oceans. The
removal of the Amazon Forest impacts the ST mainly over the Atlantic and Pacific

Oceans.

A summary of the results are outlined below. In this study the experiments were
designed with land use change fixed at 2005 conditions (CTRL) and without the
Amazon Forest (WAMZ), thus the previous using the CMIP5 climate model studies
of the STs cannot be used to assess the results found here, but they can be used

only as a reference.

e The future projected storm tracks in the Southern Hemisphere have larger
width than in the historical period with less cyclones on the equatorward
side and more on the poleward side. This poleward shift pattern has high
correspondence with the upper level jet differences. Similar results were
also found by Barnes and Polvani (2013) using the actual CMIP5 climate
models. The poleward shift means that the storm tracks are slightly latitu-
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dinally narrower (1—3°, depending the season) due to the larger extension
(not intensity) of the equatorward track density decreases relative to the
poleward track density increases. For RCP4.5 scenario this pattern is larger
because the spatial extent also decreases but the Subtropical Jet increases,

as shown in Section 5.1.2.

For the WAMZ—CTRL difference, the poleward track density decreases for
RCP8.5 compared to the RCP4.5 scenario, highlights that the changes are
also dependent on the emission scenario. Therefore, not only the removal
of the Amazon Forest reduces the poleward shift, but also the emission
scenario. These changes fit with the results found by Lorenz and DeWeaver
(2007), where both the tropical warming and the polar cooling at upper
levels increases the pole-to-equator temperature gradient and results in a
rise in the height of the tropopause and a poleward shift in the zonal winds
in the mid-latitude circulation. Moreover, the reduced poleward shift of
the STs for the WAMZ experiments corresponds with the results found by
Harvey et al. (2014), where the enhanced lower level tropical temperature,
in relation to the pole, weakens the equator-to-pole temperature gradient

and acts to shift the storm track towards the equator.

The variance of the storm tracks in a future projected climate can be
related to the lower level temperature changes. These changes are larger
in the winter season and seem related to the land-sea contrast changes.
Harvey et al. (2014) studied the equator-to-pole temperature differences at
lower levels and found this relation with a high correlation. These changes
may affect the baroclinicity at lower levels throught the static stability,
however it was not separate in this study. Recent studies such as Lu et
al. (2010) indicate an increase in the subtropical and extratropical static
stability that contribute to a poleward shift, while Raible (2007) highlights
the importance of static stability to the NH genesis regions. Thus, there
is evidence that it may be affecting the SH ST which will be addressed
in further studies. In relation to the historical period, the genesis changes
decrease over the extreme south of SA (one of the three climatological
regions) in all seasons, being weaker during the autumn. The autumn lysis
changes have larger increases of all seasons and are concentrated at high
latitudes (above 60°S).

The variances for WAMZ—CTRL show that the genesis changes increase

over the north of Argentina under the RCP8.5 scenario during all seasons,
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while they tend to decrease over the Atlantic Ocean under the RCP4.5
scenario in the summer season. The main lysis changes occur between the
extreme south of SA (~ 45°S) and Antarctic Peninsula and are somewhat

responsive to the RCP scenario.

In general, large-scale changes (WAMZ—CTRL) tend to have a similar
pattern to the ST biases. In the upper levels, large changes were found over
the subtropical and extratropical latitudes, in particularly under RCP4.5
during DJF and MAM which is a result of the equatorward jet position of
the Subtropical Jet. At lower levels, over the continent the main changes
occur during the winter season for the RCP8.5 experiments due to the
lower level temperature changes discussed above, while over the southern
oceans the main changes are concentrated over the Atlantic and Pacific.
Baroclinicity changes at upper levels correspond well with the zonal mean

zonal wind changes, being the main changes also seen over both the oceans.

The pattern of temperature changes discussed above seem to impact
the 500hPa geopotential height anomaly changes (WAMZ—CTRL), which
show an increase during all seasons over the SA. There is also evidence
that the removal of the Amazon Forest impacts the stationary wave pat-
tern that affects the Australian Blocking by changes in the Rossby Wave
source. These changes are stronger over the Pacific Ocean, which leads
to the hypothesis that the well-know Rossby Wave source close to New
Zealand is also modified, however this will be addressed in future work.
In addition, there is evidence of changes in the SAM. The precipitation
changes are similar and concentrated over the tropical regions in both the
RCP scenarios, however the increases are larger under RCP4.5 while de-

creases are larger under RCP8.5 scenario.

The K'S D statistics (Tables 5.3 and 5.4) correspond with the results found
in the previous sections (5.1 and 5.1.2) and show that the removal of the
Amazon Forest (WAMZ—CTRL) for both the RCPs reduces the number
of cyclones in almost all seasons, except in MAM. Moreover, the WAMZ
experiments for both the RCPs, particularly for RCP8.5 scenario, have less
agreement between the ensemble members. In addition, the experiments
under the RCP4.5 scenario, particularly for the CTRL experiment, tends

to represent more storms than the experiments under the RCP8.5 scenario.

The regional-scale changes (WAMZ—CTRL) were analysed over the South

America region. However, there are also many changes over Africa and
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the Australia - New Zealand region that will be addressed in future work.
These changes should be analysed separately because there is evidence
of teleconnections (MO; WHITE, 1984; CAVALCANTI, 2009), as shown in
the large-scale changes (Section 5.1.2) at the 500hPa level. For the future
projected climate, the removal of the Amazon Forest impacts directly the
main climate pattern over South America during all seasons of the year. In
this study were shown the main mechanisms that impact the storm track
densities over the SA are shown, including the temperature, precipitation,

winds, relative humidity and other diagnostics.

In general, the changes have similar features in both the RCP scenarios,
but there are some patterns of increase during the seasons. During the
winter and part of the spring season the I'TCZ is displaced to the north
which removes the humidity support over the north of SA. The trade winds
increase due to less roughness (no obstacles), passing over the Amazon For-
est region, until they fork when they encounter the Andes Mountains. This
pattern is somewhat related to the large-scale changes and affects the sen-
sible and latent heating, temperature, humidity, precipitation and OLR.
In addition, the South Atlantic Subtropical Anticyclone (SASA) over the
ocean is enhanced. Thus, these creates other resultant changes that affects
directly the water cycle, shown as F — P changes. On the other hand, dur-
ing the summer and part of the autumn, the I'TCZ is displaced to the south
and gives some humidity support to the north of SA, thus it creates some
small scale circulation over the Amazon region and enhances the SALLJ.
The SALLJ is the most important humidity support for the centre-south
of SA, however because of the removal of Amazon Forest it doesn’t have
the humidity which increases the sensible heat and temperature between
the border of Brazil-Bolivia. Moreover, the SALLJ with strong winds con-
tributes to enhance the wind shear over south of Brazil, Uruguay and north

of Argentina, which may enhance the MCCs.

The feedback mechanisms seem stronger than the regional-scale changes,
which explain the temperature change decreases in all seasons for both
the scenarios. Over the Amazon Forest region, a positive feedback acts to

reduce the temperature as follows:

a) there is high sensible heat due to the removal of the forest;

b) the surface accumulates more heat, which reduces the latent heating

because there is less humidity available to be converted;

199



c¢) the evaporation reduces because there is no forest (evapotranspira-

tion) and less humidity (only coming from adjacent oceans);
) the albedo increases and results in radiation loss to the atmosphere;
) the OLR increases (less clouds);
f) the radiation loss increases;
)

the temperature decreases.

These results have shown that there is a considerable agreement between the climate
change when the Amazon Forest is removed in both the RCP scenarios. The ecosys-
tems and hydrology is consistent with the physical improvements in the HadGEM2-
ES climate model, which includes many improvements in the coupled fluxes passed
from the atmosphere to the land, feedback mechanism and many others (more details
in Martin (2011)). In addition, changes are still apparent in the storm track density
over all Southern Hemisphere, however, there are several changes over tropical and

Northern Hemisphere that were not explored in this study.
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6 CONCLUSIONS
6.1 Overview

Extratropical cyclones play an important role in the transport of energy and mois-
ture from low latitudes to Polar Regions. They are synoptic scale weather systems of
meteorological, climatic and socioeconomic importance for South America regional
climate. The aim of this study was to perform a comprehensive study of the Storm
Tracks over the Southern Hemisphere and to investigate the impact on cyclones and
the STs in an idealized experiment, using the UK Met Office HadGEM2-ES coupled
climate model, of changes in the land cover over the Amazon Forest. To this, re-
analysis data and numerical simulation results were used to answer the key science

questions presented in Chapter 1 and reproduced as follows:

e How well does the HadGEM2-ES Coupled Model represent the Southern

Hemisphere Storm Tracks?

e What are the main factors that contribute to biases in the storm tracks?

e What are future storm track changes predicted by the HadGEM2-ES model

for the two IPCC future climate change scenarios?

e How might Amazon land use cover change affect the storm track and cli-

mate over South America?

To answer these scientific questions, the historical and future projected climate were
investigated. Chapter 4 highlights the climatology and biases of the extratropical
cyclones and the large-scale fields in the HadGEM2-ES model for the historical
period between 1979-2005. Chapter 5 focuses in the future projected climate of
the extratropical cyclones and large-scale changes using the HadGEM2-ES model
for four experiments with and without Amazon Forest, including a regional-scale

analysis, for a 30-year climatology between 2070-2099.

The Section 6.2 is addressed to answer each of the key questions using the results of
Chapters 4 and 5. Section 6.3 shows the suggestions and directions for future work

based in the results found in this study.
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6.2 Conclusions

6.2.1 How well does the HadGEM2-ES Coupled Model represent the

Southern Hemisphere Storm Tracks?

Although there are a few erros that will be described in the next answer, the
HadGEM2-2 climate model represent well the storm tracks when contrasted with
the ERA-Interim reanalysis. This conclusion is based on the results of Chapter 4,

as follows:

e For austral winter, HadGEM2-ES shows the main characteristic of the ST
that is the spiral from South America, around Antarctic, through the At-
lantic and Indian Oceans, and to the Antarctic Peninsula (FYFE, 2003;
HOSKINS; HODGES, 2005). The largest track density region can be seen
around the Antarctic coast between 120°E, and 80°W. The lowest track
densities tend to be found to the south of New Zealand and are most appar-
ent in the winter. The model shows that the cyclogenesis occurs throughout
the main ST region due to secondary cyclogenesis and downstream devel-
opment (CHANG, 1993; INATSU; HOSKINS, 2004; HOSKINS; HODGES, 2005;
HODGES et al., 2011). More concentrated cyclogenesis occurs in two well-
known regions in the southeast of South America, specifically leeward of
the natural barrier of the Andes Mountains, one stronger in the northeast
of Argentina related with the Subtropical Jet and mountain effect, and
the second found in the extreme south of SA, which is related to where
the ST from the Pacific Ocean crosses the mountains. Other major genesis
densities maxima are found on the Antarctic coast, the first with center at
65°S e 165°E and a second near to Drake Passage, with both associated
with upstream decay and lysis, which enhances the local baroclinicity re-
sulting in reinvigoration or secondary cyclogenesis. Another cyclogenesis
region can be seen close to the Australian coast, also found by Hoskins and
Hodges (2005), and is related with the winter split jet. The region between
20°S and 50°S is dominated by cyclone growth rates where the maximum
may be seen on the east side of Andes Mountains. The lysis maximum re-
gions are concentrated around the Antarctic coast, with a maximum near
to the Antarctic Peninsula and another at the same longitude of Australia.
Also an important region may be seen on the windward side of the South
America related to where the ST intercepts the Andes Mountains, causing

a lysis on the upslope. The cyclone decay rate regions are seen in tropical
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and high latitudes around the SH, with a maximum close to the Andes

Mountains and Antarctic coast.

During the summer season, the model shows that the main characteristics
of the STs are that they are narrower, more zonal and symmetric than in
the winter season. These differences are associated mainly with a single
eddy-driven jet, in contrast with the split jet during the winter. The track
density maximum is located between South America and the Antarctic
Peninsula, which is related with the single eddy-driven jet over the South
Pacific Ocean and the orography of the Andes Mountains that tends di-
vert it to the south. The HadGEM2-ES also shows that the two main
peaks of genesis density may be seen over Argentina on the eastern side
of the Andes Mountains, one stronger to the south that occurs mainly as
the jet stream moves to a poleward position during the summer and the
other in the northeast, both are also related to mountain effect (HOSKINS;
HODGES, 2005). In addition, other regions of cyclogenesis are seen near
the southeast of Brazil around 25°S, along the southern edge of the South
Atlantic Convergence Zone and around 150°S along the southern edge of
the South Pacific convergence zone. There are other cyclogenesis maxima
on the Antarctic Peninsula, that are weaker than in winter, near to West-
ern Australia and over the Indian Oceans. The cyclone growth rate is, in
general, smaller than in winter with the peak areas found near to the gen-
esis areas. However, over the cyclogenesis regions close to South Africa,
the growth rates are larger than in the winter. Moreover, the lysis density
pattern in the summer is similar to the winter season with a slightly re-
duced maxima in the main regions near to Antarctic. The cyclolysis peak
over South America in this season is shifted slightly to the south and with
smaller magnitude in comparison to the winter season. Also, other lysis
peaks may be seen in the Eastern Northeast of Brazil related to the prop-
agation of Easterly Wave Disturbances (GOMES et al., 2015). During the
summer season the mean decay rates are qualitatively similar in most parts
of the SH, however with a smaller maximum rate. In comparison with win-
ter, the decrease of decay rate may be seen in the Andes Mountains that

is slightly moved to the south.

For spring season, the model shows that the track density climatology
has similar features to the winter and summer seasons. This pattern was

observed by Hoskins and Hodges (2005), where the transition seasons tend
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to have similarity with those in the preceding season, and Shaw (2013),
where the less abrupt changes in the SH, in comparison with the NH, are
related to the lack of a leading-order monsoon-anticyclone transport via
planetary-scale waves. The ST over the SH is more zonal than in winter,
however some features over the Pacific and Atlantic are somewhat similar
to the winter season and the spiral tends to be more poleward. The genesis,
lysis and mean growth decay rate densities are similar to the patterns

discussed for winter.

e Finnaly, HadGEM2-ES shows that the ST during the autumn is also sim-
ilar to the spatial pattern in austral summer, however slightly broader
in latitudes and less zonal and symmetric. The genesis and mean growth
decay rate densities are similar to summer though the lysis seems more

similar to the winter season around the coast of Antarctic.

6.2.2 What are the main factors that contribute to biases in the storm

tracks?

The HadGEM2-2 climate model represents well the Southern Hemisphere storm
track, however biases were found in regional and large-scale. This conclusion is also

based on analyses of Chapter 4, as follows:

e The storm track (ST) climatology of HadGEM2-ES presents similar pat-
terns to those of the reanalysis. However, the model tends to represent the
austral winter ST position with an equatorward bias and a zonal bias in the
spiral towards the pole. The main differences were found during the austral
winter and spring, with large track density biases over the Indian Ocean
indicating a poor representation of the ST in this specific region. This was
found to be related to two factors. First, the large negative genesis biases
over South America, Antarctic Peninsula and the Antarctic coast. Second,
the model resolution and the representation of the Andes Mountains in

South America.

e The link between STs and the large-scale circulation was examined and
at upper levels a large cold bias was found over the extratropical and
Polar Regions, which is a result of the equatorward jet position bias of
the subtropical jet and a negative bias in the eddy-driven. The analysis of
the large-scale circulation showed that the split jet bias during winter is

associated with geopotential anomaly and sea surface temperature biases.
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As a consequence, in general the track densities over the Southern oceans
are underestimated in the austral winter. During the summer season, the
results showed that the STs move poleward and there is a single eddy-
driven jet, which is represented relatively well compared with the winter
situation. These factors tend to reduce the differences seen in the cyclone
track distribution biases. Although the model has biases in the ST behavior
in the SH, it is still considered that these do not preclude this model being

used for perturbation and future projection studies.

6.2.3 What are future storm track changes predicted by the HadGEM2-

ES model for the two IPCC future climate change scenarios?

First, to answer this science question comparison between the historical experiment
and the CTRL experiments for RCP8.5 and RCP4.5 scenarios, which they are similar
(but not equal) to the CMIP5 experiments, will be considered. The WAMZ exper-
iments changes are somewhat similar to CTRL experiments and their differences
(WAMZ—CTRL) will be addressed in the next science question.

The HadGEM2-2 climate model represents the Southern Hemisphere storm track
future projections (2070-2099) similar to the historical period (1976-2005), including
the seasonal variations, however shows a consistent poleward shift for both the RCP

scenarios. This conclusion is based on the results of Chapter 5, as follows:

e The SH storm track future projected changes during the austral winter
show a consistent poleward shift for both of the RCPs, with the track den-
sity decreasing on the equatorward side and increasing on the poleward
side of the main ST, which is similar to the results found with the CMIP5
climate models (CHANG, 2013; HARVEY et al., 2014). During the austral
winter season the ST density future changes for RCP8.5 seem stronger
than for RCP4.5, however some positive changes are stronger for RCP4.5.
The ST spatial pattern changes are similar for both RCPs (Figure 5.1)
and the largest changes are commonly negative over southern Australia,
northern New Zealand and towards south of South America. Positive ar-
eas are found around Antarctica and in the Atlantic Ocean (~ 50°S). The
RCP8.5 genesis density changes are larger than for those of RCP4.5 in
both the experiments. In SA, the region leeward of the Andes Mountains
shows a decrease in genesis over the usual climatological winter maximum

region over the south of Argentina of up to 20% relative to the Historical
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experiment. Over this same region in SA, the HadGEM2-ES model tends
to overestimate the genesis density for the Historical experiment compared
with the reanalysis (see Section 4.2.1.1 for the winter season biases), which
may indicate that the projected future changes may have a larger decrease
than simulated. Further north, over the second climatological maximum
between northeast Argentina and the south of Brazil, there are increases
in genesis density of up to 20% over a region extending eastwards to the
Atlantic Ocean in the RCP8.5 experiment. This area of genesis density
increase may be seen in the other experiments for both the RCPs. Lysis
density changes show a consistent decrease in extratropical latitudes, while
there are some increases in regions around the Antarctica coast. The main
changes occur between the south of SA and the Antarctic Peninsula. There
is a sign contrast related to the ST position which is more equatorward for
RCPS8.5 than RCP4.5, causing lysis when the cyclones meet the Andes and
Transantarctic Mountains. The MGDR changes are concentrated mainly
above the extratropical latitudes in both the experiments. The pattern of
changes discussed above contrast with those using older CMIP/AMIP cli-
mate models such as used by Yin (2005) using the older IPCC A1B scenario
and found a poleward ST shift but without the equatorward decrease. Sim-
ilar results have also been found for more recent CMIPs such as by Chang
et al. (2013) for AR4/CMIP3 and Chang et al. (2012) for CMIP5, which
found changes in the multi-model mean similar to that found here for the
CTRL experiment.

The summer season storm track for future projected climate continues nar-
rower, more zonal and symmetric than in the winter season, but the ST
is also poleward shifted. This is highlighted by the cyclone track density
changes which are concentrated around the Antarctic region. The second
largest difference between the austral winter and summer seasons may be
seen by comparing the RCP8.5 results with those of the RCP4.5 scenario.
The summer ST changes are largest under the RCP4.5 scenario, which
contrast to Bengtsson et al. (2006), Chang et al. (2012) once the largest
changes were found for the RCP8&.5 scenario. The projected future changes
show increases around Antarctica (~ 60°S) of up to approximately 15%
relative to the Historical experiment. Regionally, the RCP4.5 changes show
increases over the Atlantic, through the Indian Ocean towards the Pacific
Ocean at a latitude of (~ 45°S). In the Atlantic Ocean, the growth of the

RCP4.5 changes correspond to the genesis density increases over the north-
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east of Argentina in SA for the RCP4.5 scenario. Also, there are increases
in the track density changes over the Pacific Ocean at high latitudes in
both the RCPs. Changes in the genesis densities are also linked to the fu-
ture projected changes in cyclone track density discussed previously. The
genesis density decreases over tropical latitudes of the Pacific Ocean and
in two of the three climatological cyclogenesis regions in SA, in the south
of Argentina and in the Atlantic Ocean close to the southeast of Brazil,
compared to the Historical experiment. However, the HadGEM2-ES ex-
periments show an increase in the future projected genesis density around
the Antarctic coast and on the west coast of Australia. The genesis density
increases in the north of Argentina and corresponds to the increase of the
track density changes over the Atlantic Ocean, which is more evident in the
RCP4.5 experiment. The lysis densities around the Antarctic coast have
the largest projected increases under both the RCPs, with the maximum

change near to the Antarctic Peninsula.

e The differences for the spring and autumn seasons of the projected ST
changes under both the RCPs are similar to the preceding seasons, winter
and summer, respectively. This is somewhat similar to the ST climatologi-
cal patterns found in the Southern Hemisphere and seems associated with
the large thermal inertia of the oceans. However, there is a linear decreas-
ing poleward trend in the track density response in all seasons under the
RCPS8.5 scenario. These projected future changes in the RCP4.5 (minor
radiative forcing) support the hypothesis that the feedback mechanisms

may partially link these larger ST density changes in this scenario.

6.2.4 How might Amazon land use cover change affect the storm track

and climate over South America?

The only difference between WAMZ and CTRL experiments is the removal of the
Amazon Forest. Therefore, changes in the concentration of gases over time occur in
both the experiments according to their respective RCP (RCP8.5 and RCP4.5).

The HadGEM2-ES climate model without the Amazon Forest (WAMZ) indicates
future changes in the Southern Hemisphere storm track future projected changes
similar to those indicated by HadGEM2-ES with the Amazon Forest (CTRL ex-

periment), however the consistent poleward shift for both the RCP scenarios is

smoothed. This conclusion is based on the results of the Chapter 5, as follows:
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e The main spatial patterns of changes were discussed in the previous an-
swer, however the ST changes in the WAMZ experiment show a consistent
reduction in the poleward shift, compared with the CTRL experiment,
with the track density showing smaller increases on the equatorward side
and decreases on the poleward side. This corresponds to the track, gene-
sis and lysis future projected changes in WAMZ experiments for both the
RCPs.

e The poleward track density decreases under RCP8.5 in relation to the
RCP4.5 scenario, which evidences that there are also a correlation with
the emission scenarios. Therefore, not only the removal of the Amazon
Forest reduces the poleward shift, but also the emission scenario. These
changes agree with the results found by Lorenz and DeWeaver (2007), in
which both tropical warming and polar cooling at upper levels increases
the pole-to-equator temperature gradient and result in a rise in the height
of the tropopause and a poleward shift in the zonal winds in mid-latitude
circulation. The large and regional-scale patterns correspond well with the
ST changes in WAMZ experiments in both the RCPs.

e The feedback mechanism seems stronger than the regional-scale changes,
which explain the temperature change decrease in all seasons for both the
scenarios. This feedback mechanism is shown in Figure 6.1. Over the Ama-
zon Forest region, after the removal of land cover and change to bare soil,
the sensible heat increases and the surface accumulate more heat, which
reduces the latent because there is less humidity availabe to be converted.
Consequently, the evaporation reduces because there is no evapotranspi-
ration and less humidity (only coming from adjacent oceans). In addition,
the albedo increases and results in radiation loss to the atmosphere, which
is enhanced by the the OLR increase (less clouds). During the night, the
radiation loss and winds increase, which colaborates to create a positive

feedback mechanism that acts to reduce the skin temperature.
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Figure 6.1 - Schematic of the positive feedback mechanism after the removal of Amazon
Forest.
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e During the winter and part of the spring season the I'TCZ is displaced to
the north which removes the humidity support over the north of SA. The
trade winds increase due to less roughness (no obstacles), passing over the
Amazon Forest region, until they fork when reach the Andes Mountains.
This pattern is somewhat related to the large-scale changes and affects the
sensible and latent heating, temperature, humidity, precipitation and OLR.
In addition, the South Atlantic Subtropical Anticyclone (SASA) over the
ocean is enhanced. This creates other resultant changes that affect directly
the water cycle, shown as ' — P changes. These circulations are shown in
Figure 6.2.
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Figure 6.2 - Schematic of South America circulation for WAMZ experiment in winter.
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e For summer and part of the autumn, the ITCZ is displaced to the south and
gives some humidity support to the north of SA; thus it creates some small
scale circulation over the Amazon region and enhances the SALLJ. The
SALLJ is the most important humidity support for the centre-south of SA,
however because of the removal of Amazon Forest it doesn’t have humidity,
which increases the sensible heat and temperature between the border of
Brazil-Bolivia and centre-south of Brazil. Moreover, the SALLJ with strong
winds contributes to enhance the wind shear over south of Brazil, Uruguay
and north of Argentina, which may enhance the cyclogenesis and MCCs.

These circulations are shown in Figure 6.3.
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Figure 6.3 - Schematic of South America circulation for WAMZ experiment in summer.
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6.3 Recommendations and future work

Some different experiments and analyses have been left for the future due to main
aim of the thesis and the lack of time because the experiments with and without
Amazon Forest are usually very time consuming, requiring up to 4 months to finish
a single run. However, it is important that the land-atmosphere coupling and the
feedbacks in the Earth system are well represented in the model used to run land
use/change experiments (e.g. removal of the Amazon Forest). Future work concerns
deeper analysis of particular mechanisms and new analyses with different methods,

as follows:

e Investigate the effects of the removal of Amazon Forest in the Northern

Hemisphere storm tracks, particularly in North Atlantic;
e Investigate the land cover changes and their impacts on the carbon cycle;

e Perform the same experiments using the new generation of the HadGEM

climate model and other Earth system models that will participate in

CMIPG;

e Investigate the low-level jet over South America (Low-Level Jet East of
the Andes) in the CMIP6 protocol due to the high spatial resolution;

e Investigate the impact of the removal of the Amazon Forest on the El Nino
Southern Oscillation, PSA, SAM, and change on the Australia blocking

pattern;

e Investigate the impact of the removal of the Amazon Forest on the Ozone
in the stratosphere, since during the analyses of the results temperature
changes were observed in the lower stratosphere (between 30-1hPa, not

shown).
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This study presents an assessment of the ability of the Hadley Centre Global
Environment Model version 2 - Earth system configuration (HadGEM2-ES) - in
simulating the mid-latitude storm tracks over the Southern Hemisphere (SH). The
storm tracks are primarily assessed using cyclone tracking using data from a 4
member ensemble of 27-year simulations of HadGEM2-ES over the historical period,
and the European Centre for Medium-Range Weather Forecasts (ECMWF) Interim
Reanalysis (ERA-Interim). Both winter and summer periods are considered and
contrasted. Results show that the storm track (ST) climatology of HadGEM2-ES
presents similar patterns to those of the reanalysis. However, the model tends to
represent the austral winter ST position with an equatorward bias and a zonal bias in
the spiral towards the pole. The main differences were found during the austral winter,
with large track density biases over the Indian Ocean indicating a poor representation
of the ST in this specific region. This was found to be related to two factors. First, the
large negative genesis biases over South America, Antarctic Peninsula and the
Antarctic coast. Second, the model resolution and the representation of the Andes
Mountains in South America. The link between STs and the large-scale circulation is
examined and shows at upper levels a large cold bias over the extratropical and Polar
Regions, which is a result of the equatorward jet position bias of the subtropical jet and
a negative bias in the eddy-driven. The analysis of the large-scale circulation shows
that the split jet during winter has a problem in the model linked to these biases,
including geopotential anomaly and sea surface temperature biases. As a
consequence, in general the track densities over the Southern oceans are
underestimated in the austral winter. During summer, the results show the STs move
poleward and there is a single eddy-driven jet, which is represented relatively well
compared with the winter situation. These factors tend to reduce the differences seen
in the cyclone track distribution biases. Although the model has biases in the ST
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behavior in the SH it is still considered that these do not preclude this model being
used for perturbation and future projection studies.
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