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ABSTRACT

Aims. We measure the transverse baryon acoustic oscillations (BAO) signal in the local Universe using a sample of blue galaxies from
the Sloan Digital Sky Survey (SDSS) survey as a cosmological tracer.
Methods. The method is weakly dependent on a cosmological model and is suitable for 2D analyses in thin redshift bins to investigate
the SDSS data in the interval z ∈ [0.105, 0.115].
Results. We detect the transverse BAO signal θbao = 19.8◦±1.05◦ at zeff = 0.11, with a statistical significance of 2.2σ. Additionally,
we perform tests that confirm the robustness of this angular BAO signature. Supported by a large set of log-normal simulations,
our error analyses include statistical and systematic contributions. In addition, considering the sound horizon scale calculated by the
Planck Collaboration, rPlanck

s , and the θbao value obtained here, we obtain a measurement of the angular diameter distance DA(0.11) =
258.31±13.71 h−1Mpc. Moreover, combining this θbao measurement at low redshift with other BAO angular scale data reported in the
literature, we perform statistical analyses for the cosmological parameters of some Lambda cold dark matter (ΛCDM) type models.
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1. Introduction

Embedded in the 3D distribution of cosmic luminous matter
are geometrical signatures from the primordial baryon acoustic
oscillations (BAO; Peebles & Yu 1970; Sunyaev & Zeldovich
1970; Bond & Efstathiou 1987; Eisenstein et al. 2005; Cole et
al. 2005). They can be statistically revealed in large-scale and
numerically dense astronomical surveys and are used as a stan-
dard ruler to measure our distance to the data region. These anal-
yses are performed by studying different cosmological tracers
from a variety of astronomical surveys, such as the Sloan Dig-
ital Sky Survey (SDSS), the 6dF Galaxy Survey, and the Wig-
gleZ Dark Energy Survey (Alam et al. 2017, 2020; Beutler et al.
2011; Blake et al. 2011). A set of precise distance measurements
for several redshift values will unambiguously describe the dy-
namics of the universe (Eisenstein & Hu 1998; Bassett & Hlozek
2010; Eisenstein et al. 2007).

The BAO distance measurements are obtained using two-
point statistics in at least two ways. The first approach, based
on the 3D information, assumes a fiducial cosmology to trans-
form the redshift of each cosmic object into its radial distance,
and with the two angular coordinates measured in the survey,
the comoving distance between all possible pairs is calculated to
construct the two-point correlation function (2PCF). The BAO
signal obtained with this approach determines the sound horizon
scale at the end of the baryon drag epoch, rs, and the spherically
averaged distance DV (Beutler et al. 2011; Blake et al. 2011;
Alam et al. 2017; Abbott et al. 2019). The second approach uses
2-dimensional (2D) information: the data in a redshift shell are
projected on the celestial sphere. With the two angular coordi-
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nates of each cosmic object, the angular separation between pairs
is then calculated and the two-point angular correlation function
(2PACF) is calculated, where the BAO angular scale provides a
measure of the angular diameter distance DA if rs is known. To
minimize projection effects that would affect this measurement,
the data should be in a thin redshift shell (Sánchez et al. 2011;
Carnero et al. 2012; Carvalho et al. 2016).

In addition to the advantages and disadvantages of each ap-
proach, the 2D method is a quasi model-independent procedure,
with a weak dependence on the fiducial cosmology that we ex-
plained below. We adopt it here to measure the BAO angular
scale θbao. The 2D approach was not widely applied to early
data releases because the number density of cosmic objects was
not high enough to provide a good BAO signal-to-noise ratio
(S/N) in thin redshift shells. However, the current data releases
have suitably increased this quantity. Several studies reported
2D BAO measurements using luminous red galaxies (LRG) and
quasar samples at several redshifts (Sánchez et al. 2011; Carnero
et al. 2012; Salazar et al. 2017; Carvalho et al. 2016; Abbott et
al. 2019; de Carvalho et al. 2018). The present work extends
these analyses with a 2D BAO measurement at low redshift,
zeff = 0.11 from an unusual cosmological tracer, the SDSS sam-
ple of blue galaxies (York et al. 2000; Avila et al. 2019).

This work is organized as follows. Section 2 provides the
details of the blue galaxy sample selection from the SDSS data
set, the generation of the random catalog, and the simulations
we used. Section 3 describes the statistical tools employed in the
2D clustering analyses. In Sect. 4 we describe our main results,
giving details on the 2D analyses and our estimate of the BAO
angular scale, while in Sect. 5 we present the discussion of our
results and final conclusions.
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2. Data description

2.1. Blue galaxy sample and random catalogs

We used the sample of blue star-forming galaxies analyzed in
Avila et al. (2019). The selected data are part of the twelfth pub-
lic data release, DR12, of the SDSS collaboration (Alam et al.
2015). We considered the low-redshift SDSS blue galaxies dis-
played in the north galactic cap with the footprint observed in
Fig. 1, covering an area of ∼ 7,000 deg2.

To optimize between sample variance and shot noise,
the galaxy field has to be weighted. To do this, we as-
signed weights to each galaxy based on the average local
density in the analyzed region by using the Feldman-Kaiser-
Peacock (FKP) weights (Feldman et al. 1994). This is a scale-
independent weighting that depends on redshift, wfkp(z) =
1/(1 + n(z)P0), where P0 is the amplitude of the power spec-
trum and n(z) is the number density of galaxies. We used P0 '

10, 000 h−3Mpc3, the power amplitude relevant to the BAO sig-
nal k ≈ 0.15hMpc−1 (Eisenstein et al. 2005; Beutler et al. 2011;
Carter et al. 2018). Therefore the effective redshift of our sam-
ple, zeff, calculated with the FKP galaxy weights, wi ≡ w(zi) =
wfkp(zi), is obtained through (see, e.g., Carter et al. 2018)

zeff =

∑Ng

i=1 wi zi∑Ng

i=1 wi

, (1)

where Ng is the total number of galaxies in the sample.
We searched for a statistically significant angular BAO de-

tection at the lowest redshift. After analyzing bins with a large
number of galaxies (to minimize the statistical noise) that are
located in a thin redshift bin (to minimize the nonlinear con-
tributions due to the projection effect, see, e.g., Sánchez et al.
(2011)), we selected the data sample contained in the thin red-
shift bin 0.105 ≤ z ≤ 0.115, with δz = 0.01 and zeff = 0.11. This
bin contains Ng = 15, 942 blue galaxies.

We would like to point out that the comoving volume sur-
vey containing these Ng = 15, 942 blue galaxies is V '

0.0063 (Gpc/h)3. This seems to be a small volume in which to
look for a transverse BAO signal, but the important parameter for
these analyses is the number density n. For this sample of blue
galaxies, the number density is n = Ng/V ' 2.5 × 106(h/Gpc)3.
For comparison, n LRG = 104 − 105 (h/Gpc)3 for the SDSS LRG
sample analyzed in the 3D BAO detection (Eisenstein et al.
2005), or nquasars ' 7.3 × 103 (h/Gpc)3 for the 2D BAO detec-
tion using a sample of SDSS quasars (de Carvalho et al. 2018).

The random catalogs are an important ingredient in our anal-
yses. They are necessary to extract the BAO features from the
data. For this, they must have properties in common to those ob-
served in the SDSS blue galaxy catalog. We produced 50 random
catalogs for the 2D analyses (with Nsim ' 16, 000 in each cat-
alog) with Poisson-distributed objects (Peebles & Hauser 1974)
sharing the observational features of the data set in analyses (i.e.,
the same number density and footprint sky area as the SDSS
data). Our set of random catalogs was produced following the
method described in the Appendix B of de Carvalho et al. (2018),
where they were satisfactorily tested through a null test analysis
(see, e.g., Sect. 5 of Landy & Szalay 1993) to confirm that they
do not introduce spurious signals.

2.2. Log-normal simulations

To estimate the error bars of the 2PACF and the statistical sig-
nificance of our results, we used the covariance matrix built
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Fig. 1. Sample of SDSS blue galaxies in equatorial coordinates J2000
(in degrees).

from full-sky log-normal simulations that we produced with
the FLASK code1 (Xavier et al. 2016; de Carvalho et al. 2020).
We generated a set of 1, 000 simulations for which we assume
the Lambda cold dark matter (ΛCDM) cosmological param-
eters measured by the Planck Collaboration (2020), includ-
ing all effects available such as lensing, redshift space distor-
tions (RSD), and nonlinear clustering to compute with the code
CAMBsources2 (Challinor & Lewis 2011) the fiducial angular
power spectrum C` that was used as input.

This set of simulations was designed to be used in the angu-
lar analyses where we assumed a top-hat redshift bin (0.105 ≤
z ≤ 0.115) with a surface number density of 2.3 galaxies per
deg2 (the same as in SDSS data). These simulated data share the
observational features of the data set in the analyses, that is, the
same number density and footprint sky area, and they were also
weighted by the FKP scheme. The number of simulated cosmic
objects in each catalog is Nsim ' 16, 000. For this set of simu-
lated maps, we adopted an angular resolution of 0.11 deg2, given
by the HEALPix3 (Górski et al. 2005) parameter Nside = 512.

3. Two-point correlation estimator

We performed a 2D BAO measurement at low redshift with the
SDSS blue galaxy sample. This measurement complements sim-
ilar 2D analyses performed following the same method applied
to other cosmological tracers, such as LRG and quasars, at sev-
eral redshifts (Carvalho et al. 2016; Alcaniz et al. 2017; de Car-
valho et al. 2018; Carvalho et al. 2020). The 2D BAO studies
were performed by applying the 2PACF to the thin redshift bin
0.105 ≤ z ≤ 0.115. Additionally, supported by a large set of log-
normal simulations, we describe how the covariance matrix was
used in the error analyses, including statistical and systematic
contributions.

3.1. Two-point angular correlation function

In the 2D analysis, the 2PACF (Peebles & Yu 1970; Landy &
Szalay 1993) estimates the angular correlation for data pairs pro-
jected on the celestial sphere (for alternative clustering analyses,
see, e.g., Avila et al. 2018, 2019; Bengaly et al. 2017; Feldbrugge
et al. 2019; Novaes et al. 2016, 2018; Marques & Bernui 2020a;
Marques et al. 2020b; Pandey & Sarkar 2020; Sosa & Niz 2020).

1 http://www.astro.iag.usp.br/~flask
2 https://camb.info/sources/
3 https://healpix.sourceforge.io/
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Considering blue galaxies in a redshift shell, the 2PACF mea-
sures the angular diameter distance DA due to the transverse BAO
signal of the sound horizon scale there, where this signature ap-
pears as a bump at certain angular scale. The expression for the
2PACF estimator, ω(θ), is given by

ω(θ) ≡
DD(θ) − 2DR(θ) + RR(θ)

RR(θ)
, (2)

with θ the angular separation between any pair of blue galaxies
A, B, given by

θ = arccos[sin δA sin δB + cos δA cos δB cos(αA − αB)] ,

where αA, αB and δA, δB are the right ascension and declination
coordinates of the blue galaxies A and B, respectively (Landy &
Szalay 1993; Sánchez et al. 2011).

To find the angular scale θfit of the BAO bump in the 2PACF,
ω(θ), we used the method proposed by Sánchez et al. (2011),
which is based on the empirical parameterization of ω = ω(θ),

ω(θ) = A + B θ γ + C exp−(θ−θFIT)2/2σ2
FIT , (3)

where A, B, γ, C, θfit, and σfit are free parameters. Therefore
this equation provides the BAO bump best-fit, θfit, and the width
of the bump is σfit.

The final measurement of the acoustic peak was obtained af-
ter accounting for the shift due to the projection effect (Sánchez
et al. 2011; Carnero et al. 2012; Carvalho et al. 2016). In the 2D
analyses, all galaxies in the redshift bin in the study with thick-
ness δz are assumed to be projected onto the celestial sphere.
Thus, the finite thickness of the shell, δz , 0, produces a shift of
the BAO peak. This shift is estimated through numerical analysis
by assuming a fiducial cosmology (as we show in Sect. 4.2), but
the results show that for thin shells, the shift is small and weakly
dependent on the cosmological parameters (for details, see, e.g.,
Sánchez et al. 2011; Carvalho et al. 2016). The redshift shell
should be as thin as possible to minimize the projection effect
that affects the measurement by erasing the acoustic signature,
but at the same time, it should be a numerically dense data set,
enough to obtain a good BAO S/N. We calculate the shift to be
applied to θfit due the projection effect in Sect. 4.2.

3.2. Covariance matrix estimation

To estimate the covariance matrix and the significance of our re-
sults, we used the galaxy mocks described above (see Sect. 2.2).
For each mock, we extracted the 2PACF information from a set
of Nb bins in which the interval of θ values was divided. The
covariance matrix for ω(θ) was estimated using the expression

Covi j =
1
N

N∑
k=1

[
wk(θi) − w(θi)

][
wk(θ j) − w(θ j)

]
, (4)

where the i and j indices represent each θ bin, i, j = 1, . . . ,Nb,
and wk is the 2PACF for the k-th mock catalog, with k =
1, . . . ,N; w(θi) is the mean value for this statistics over the
N = 1, 000 mocks in that bin. Finally, the error of w(θi) is the
square root of the main diagonal, ∆w(θi) =

√
Covii.

4. Clustering analyses in 2D

We studied the clustering of the SDSS blue galaxy sample per-
forming 2D analysis. Using the estimator given by Eq. (2),

5 10 15 20 25 30
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0.075

ω
(θ

) θFIT =19.42 ±0.95 deg

Adjust

data

Fig. 2. BAO signature obtained in the 2PACF by analyzing the sample
in the redshift interval z ∈ [0.105, 0.115], with δz = 0.01. The bin size
in this 2PACF is 1.25◦, and we use 50 random catalogs with the same
observational features as the galaxy catalog.

Parameters Equation (3)

A 9.92 ± 6.41 (×10−3)
B 0.77 ± 2.05 (×10−4)
γ 2.86 ± 1.06
C 19.29 ± 7.43 (×10−3)

σFIT 3.26◦±0.96◦

θFIT 19.42◦±0.95◦ (stat)

Table 1. Best-fit parameters of Eq. (3), obtained through the χ2 statis-
tics, Eq. (5), using the covariance matrix shown in Fig. 3.

ω(θ), we calculated the 2PACF for our sample of Ng = 15, 942
galaxies in the redshift interval z ∈ [0.105, 0.115], with ef-
fective redshift zeff = 0.11. The 2PACF was calculated using
TREECORR (Jarvis et al. 2004) for equally spaced values of θ in
the interval 5◦ ≤ θ ≤ 30◦, in a total of Nb = 20 bins, which means
that the bin size was 1.25◦. To extract the BAO bump position,
we used Eq. (3) to fit the 2PACF data through a least-squares
method; the errors in the parameters correspond to the statistical
uncertainties provided by the fitting procedure (the estimated co-
variance matrix of the parameters). The result is shown in Fig. 2,
where θfit = 19.42◦. Our result for this procedure is summarized
in Table 1, where we display the best-fit parameters obtained in
this fitting approach using Eq. (3).

4.1. Statistical significance

The statistical significance of the BAO angular measurement was
obtained through the χ2 method,

χ2(α) =
[
w − wfit(α)

]T
Cov−1

[
w − wfit(α)

]
, (5)

where we used the inverse of the covariance matrix, Cov, esti-
mated as described in Sect. 3.2 and shown in Fig. 3. The sym-
bols [ ] and [ ]T represent column vectors and row vectors, re-
spectively.

Following de Carvalho et al. (2018), we adjusted the pa-
rameters of Eq. (3) based on the minimum χ2 method for α ∈

Article number, page 3 of 7
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Fig. 3. Covariance matrix for the 2PACF obtained from Eq. (4) using
the set of log-normal simulated maps (see Sect. 2.2).

[0.85, 1.25], which is called the scale dilation parameter, for two
cases: considering C as free parameter, C , 0 (χ2

min = 13.13),
and imposing C = 0 (χ2

min = 22.06), where χ2
min corresponds to

αmin = 0.996, the latter case representing the non-BAO case. Ta-
ble 1 shows the best-fit parameters obtained considering α = 1.

As a result, the best-fit4 of the non-BAO case (16 degrees
of freedom, dof), compared to the BAO case (13 dof), is disfa-
vored by ∆χ2 = 8.93. Therefore our BAO angular detection has
a statistical significance of 2.2σ, which is compatible with the
distance of the C parameter from zero.

4.2. Projection effect in the 2PACF

To know the angular scale θbao , we need to correct the θfit due
to the projection effect, which produces a shift in the BAO bump
position (Sánchez et al. 2011). To quantify this shift, we first
computed the expected angular BAO scale, θ0

E , corresponding
to the bump position for the case δz = 0 calculated from the
expected 2PACF,

wE(θ, z) =

∫ ∞
0

dz1 φ(z1)
∫ ∞

0
dz2 φ(z2) ξE(s, z) , (6)

where z = zeff = (z1 + z2)/2, with z2 = z1 + δz, and φ(zi) is the
normalized galaxy selection function at redshift zi. The function
ξE is the 2PCF expected in the fiducial cosmology, given by (see,
e.g., Sánchez et al. 2011)

ξE(s, z) =

∫ ∞
0

dk
2π2 k2 j0(ks) b2 Pm(k, z) , (7)

where j0 is the zeroth-order Bessel function, Pm(k, z) is the mat-
ter power spectrum, and b is the bias factor.

It is suitable to examine the RSD effect on the measure-
ment of the angular BAO signature. For this we performed
analyses that included the linear RSD by changing Pm(k, z) by

4 Here α is also accounted for as a free parameter, that is, we have a
total of four and seven free parameters in the non-BAO and BAO cases,
respectively.

(1+β µ2)2Pm(k, z) in the Eq. (7), where we considered two cases:
the linear, PL

m(k, z), and the nonlinear, PNL
m (k, z), matter power

spectra produced using the numerical code CAMB (Challinor &
Lewis 2011), at z = 0.11. We assumed the ΛCDM model with
the cosmological parameters measured by the Planck Collabo-
ration (2020). The term (1 + β µ2)2 corresponds to the Kaiser
model for large-scale RSD (Kaiser 1987), where β, the veloc-
ity scale parameter is β = f /b, b is the linear bias, and f is the
growth rate of cosmic structures, with f ' Ωm(z)0.55, where µ is
the cosine of the angle between the wave vector k and the line of
sight.

Our results show that the relative difference in the bump po-
sition between the linear matter power spectra with and without
the linear RSD is 0.84 %. For the nonlinear matter power spectra
with and without the linear RSD, the relative difference in the
bump position is equal to 0.70 %. On the other hand, compar-
ing the linear and the nonlinear matter power spectra cases, the
differences in the bump position are 0.14 % and 0.00 % for the
cases with and without the linear RSD effect, respectively. In all
cases the relative differences are smaller than 1 %, therefore we
conclude that these effects on our angular BAO measurement are
small and are included in the final error.

Next, we applied this procedure to our data, where δz = 0.01
is the thickness of the redshift bin used here, to find θδzE . Then,
the BAO angular scale, θbao, is

θbao(z) = θfit(z) + ∆θ(z, δz) θfit(z) , (8)

where ∆θ(z, δz) ≡ (θ0
E − θ

δz
E )/θ0

E shifts the fitted value θfit(z) to
the correct acoustic scale θbao(z), at z = zeff = 0.11.

Assuming the ΛCDM model with the cosmological parame-
ters measured by Planck Collaboration (2020), we estimate θ0

E =

17.93◦ and θ0.01
E = 17.58◦, which corresponds to ∆θ = 1.96%.

Consequently, θbao(zeff = 0.11) = 19.8◦. As shown by Sánchez
et al. (2011), the choice of the fiducial cosmological model in-
troduces a systematic error of 1% in the final θbao error.

4.3. Robustness of the BAO signal

We performed a robustness test in the two-point angular correla-
tion statistics to confirm the BAO signature in the 2PACF. To ver-
ify that the BAO signature corresponds to a robust detection, we
performed the small-shifts criterion test (Carvalho et al. 2016;
de Carvalho et al. 2018). The main idea here is to distinguish
between the true BAO bump, which is expected to be smoothed,
but survives, under weak perturbations in the galaxy positions,
while other local maxima that originate in systematic effects or
statistical noise tend to disappear in a reanalysis after the pertur-
bations. For this, we first generated 100 modified galaxy catalogs
by drawing the modified position of each galaxy resulting from
a random Gaussian distribution with the mean equal to the orig-
inal position and standard deviation σs, and for each modified
catalog we calculated the 2PACF curve. The final 2PACF was
estimated as the average over the 100 curves resulting from each
of the modified galaxy catalogs, perturbed considering the stan-
dard deviation σs. We performed this process for the cases with
σs = 1.0◦, 2.0◦, and 3.0◦. In the calculation of each 2PACF we
used the same set of 50 random catalogs as in the main analysis,
always applying Eq. (2).

Our results are shown in Fig. 4, where we present the
original data as black dots together with the three cases for
σs that are printed as solid colored curves. As observed, the
larger the random displacements in the blue galaxy angular po-
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Fig. 4. Robustness test analyses. We performed small random shifts in
the galaxies angular coordinates and repeated the 2PACF calculation.
The black dots represent the original data analysis, and the curves cor-
respond to the cases we studied (as indicated in the legend).

sitions, the smoother the 2PACF curves. This also smoothes
the BAO bump signature. Simultaneously, these displacements
also smooth other maxima and minima that may originate from
systematic effects or statistical noise and appear in the original
2PACF.

4.4. Spectroscopic-z error

As shown by Sánchez et al. (2011), the main source of error in
the BAO signal for photometric surveys is the uncertainty in the
measurement of the redshift, z. Although we study spectroscopic
data, for which this uncertainty is smaller, it is important to quan-
tify this source of error in the final BAO measurement. To do this,
we constructed 300 spec-z simulations for which we considered
the measured z of each blue galaxy as the true one plus a ran-
dom error obtained from a Gaussian distribution of zero mean
and standard deviation given by its measured uncertainty that is
available in the data catalog (see de Carvalho et al. 2020).

The results of this analysis are displayed in Fig. 5. There we
show the histogram of the relative difference between the θfit
measured for each spec-z simulation and the θfit from the blue
galaxy data. As expected, in the case of spectroscopic data as for
the blue galaxy data analyzed here, the error coming from the
z-uncertainty introduces a small error in the final angular BAO
measurement of 0.11%.

The 2D BAO measurement performed here complements a
set of other measurements obtained with the same method (Car-
valho et al. 2016; Alcaniz et al. 2017; de Carvalho et al. 2018;
Carvalho et al. 2020). Thus, our angular BAO measurement at
zeff = 0.11 is θbao = 19.8◦ ± 1.05◦. This error in the θbao mea-
surement includes the statistical and systematic errors due to the
spectroscopic-z error, parameterization, RSD, projection effect,
and nonlinearities (see Sánchez et al. 2011, for a broader discus-
sion of the error estimation).
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Fig. 5. Histogram of the relative difference, in percentage (%), between
the BAO scale obtained from the blue galaxy data, θbao, and those ob-
tained from each simulated spec-z catalog, θspec

BAO. As expected, for the
spectroscopic data the z errors affect the measurements of the BAO sig-
nature little. They contribute to the final error with only 0.11%.

4.5. Cosmological constraints from θbao data

Here we combined our 2D measurement of the BAO scale at
low redshift, zeff = 0.11, with the results obtained by Carvalho
et al. (2016), Alcaniz et al. (2017), de Carvalho et al. (2018)
and Carvalho et al. (2020) (see Fig. 6), to constrain the pa-
rameters of the ΛCDM, wCDM, and w(t)CDM models. For the
w(t)CDM model we chose the Barboza-Alcaniz parameteriza-
tion (Barboza & Alcaniz 2008). To be consistent with the er-
ror determination from the analyses mentioned above and to al-
low a proper combination of the results, in this section we adopt
σbao = σfit = 3.26◦ as the error in the measurement of θbao,
that is, θbao(0.11) = 19.8◦ ± 3.26◦.

To restrict the cosmological parameters of the models
ΛCDM, wCDM, and w(t)CDM, we performed Markov chain
Monte Carlo (MCMC) analyses to explore the parameter space.
In all cases we assumed Ωk = 0. The analyses were per-
formed using the code PyMC5, assuming uniform priors for all
the parameters in study except for rs, for which we assumed
a Gaussian prior with a standard deviation equal to the mea-
surement error. We investigated three different values of rs:
rs = 99.08 ± 0.18 h−1Mpc obtained by the Planck Collabora-
tion (2020), rs = 106.61 ± 3.47 h−1Mpc calculated by Hinshaw
et al. (2013) (WMAP team), and rs = 102.2± 0.2 h−1Mpc calcu-
lated by Nunes et al. (2020a). The results of these analyses are
displayed in Table 2, where the uncertainties correspond to 1σ
errors. Figure 7 shows the constraints for ΛCDM model case
as an example. The inner and the outer curves represent the 1σ
and 2σ contour levels, respectively 6. In the histogram plots, the
±1σ values are shown as dashed vertical lines. In all cases, the
data prefer a high fraction of matter, with Ωm > 0.4. Moreover,
the results from the wCDM and w(t)CDM models are consistent
with the ΛCDM model, although the analyses reveal a poorer
constraint of the parameters.

In general, we observe that the results are consistent with
each other, but when the value from the Planck Collaboration,
rs = 99.08±0.18 h−1Mpc, is used as a prior for rs , the constraints

5 https://pymc-devs.github.io/pymc
6 This figure was made using the Corner Plot software developed
by Foreman-Mackey (2016).
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Fig. 6. θbao measurements as a function of redshift. When the ΛCDM
model is assumed, the dashed, dotted, and continuous lines represent the
results obtained using the cosmological parameters from Planck Collab-
oration (2020), Hinshaw et al. (2013) (WMAP team), and Nunes et al.
(2020a), respectively.

show the largest error bars (see Table 2). According to our tests,
they are probably due to the small error of this parameter.

Finally, we calculated the angular diameter distance at zeff =
0.11. The angular scale of the BAO bump, θbao(z), is related to
the angular diameter distance DA(z) and the sound horizon rs by

DA(z) =
rs

(1 + z) θbao(z)
. (9)

When we use our angular BAO measurement, θbao(0.11) =
19.8◦ ± 1.05◦, and the sound horizon scale calculated by
the Planck Collaboration (2020), rs = 99.08 ± 0.18 h−1Mpc,
we use Eq. (9) to determine the angular diameter distance at
zeff = 0.11: DA(0.11) = 258.31 ± 13.71 h−1Mpc.

5. Conclusions

The availability of a rich set of astronomical data, mapping di-
verse cosmological tracers in various redshift intervals observed
in large sky regions during long-time surveys makes these times
exciting. This motivated us to study the BAO phenomenon in
the local Universe, performing 2D statistical analyses of the low-
redshift blue galaxy sample from the SDSS-DR12.

In the 2D clustering analyses performed here, we used a sam-
ple containing Ng = 15, 942 blue galaxies in the thin redshift
bin z ∈ [0.105, 0.115] with zeff = 0.11. Applying the 2PACF
estimator on these data, we measured the transverse BAO signa-
ture at θbao(0.11) = 19.8◦ ±1.05◦ with a statistical significance
of 2.2σ . Our error analyses included statistical and systematic
contributions. We also performed analyses that confirm the ro-
bustness of this transverse BAO measurement (see Sect. 4.3 for
details).

Additionally, we used the sound horizon scale calculated by
the Planck Collaboration (2020), rs = 99.08 ± 0.18 h−1Mpc,
to obtain a measurement of the angular diameter distance. Us-
ing this value of rs and our result for the BAO angular scale
θbao(0.11) in Eq. (9), we obtained a measurement of the an-
gular diameter distance at zeff = 0.11: DA(0.11) = 258.31 ±
13.71 h−1Mpc. For the error analyses, which requires the com-
putation of the covariance matrices, we used a set of log-normal
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Fig. 7. Contour levels at 1σ (inner) and 2σ (outer) for the Ωm, ΩΛ and
rs parameters extracted from the BAO angular scale data and the rs prior
defined from the Planck value of Planck Collaboration (2020), namely
rs = 99.08 ± 0.18 h−1Mpc. In the histogram plots, the dashed vertical
lines represent the ±1σ values.

simulations with similar observational features as the SDSS data
we analyzed, including effects such as lensing, RSD, and non-
linear clustering (see Sect. 2.2 for details).

Our measurement of DA(0.11) was obtained by applying a
method that is weakly dependent on a cosmological model, ex-
actly as other measurements of DA(z) were obtained (Carvalho
et al. 2016; Alcaniz et al. 2017; de Carvalho et al. 2018; Car-
valho et al. 2020). Here we used these measurements to per-
form MCMC analyses that constrain cosmological parameters of
some ΛCDM-type models, namely ΛCDM itself, wCDM, and
w(t)CDM. The results we obtained are shown in Table 2 and
Fig. 7. They agree with the reported values for these models (for
analyses of cosmological parameters, see, e.g., Hinshaw et al.
2013; Planck Collaboration 2020; Marques et al. 2019; Nunes
et al. 2020a,b).
Acknowledgements. The authors thank the Brazilian agencies PROPG-
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