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Abstract

The use of accelerators to process application sections that deals
with large amounts of data is seen as a promissory field in hybrid com-
puting. Cosmology area records giant and heterogeneous databases to
be analyzed using classification procedures. A well known algorithm to
classify astronomical data is Friends-of-Friends (FoF). A framework for
cosmological studies is to apply N-body simulations, and the analysis
of such data can be done with FoF. In this work, we present parallel
versions of the FoF with O(N2) time complexity using the OpenACC
standard in an environment with CPU and GPU. The results show that
the algorithm can be well explored in this context, with an expressive
performance improvement when rewriting the original program code to
the hybrid environment and with a significant improvement when par-
allelized with minimal modifications using only compiling directives.
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1 Introduction

Computational analysis of astronomical data and N-body cosmological sim-
ulations addresses large-scale problems. Development of efficient computer
programs with a low execution time is primordial to process data used to
predict the formation of large structures observed in the Universe, such as
galaxies and clusters of galaxies [10, 7].

To pursue high performance executions, developers can explore the hy-
bridity of parallel architectures to process data. Currently, there are mul-
tiple accelerator devices used as co-processors in many high performance
computing sites. The GPUs (Graphic Processing Units) is a very used de-
vice, viewed as many-core parallel architectures for scientific computing.



The Friends-of-Friends (FoF) grouping algorithm is one of the most pop-
ular percolation methods to classify astronomical data based on physical
proximity [4, 5]. In previous works, FoF was implemented with high com-
putational cost of O(N2) time complexity to run sequentially in a proces-
sor [11, 13]. There were parallel versions of the code for a multi-core pro-
cessor using CPU [12, 1]. However, their behavior in a hybrid computing
environment was not explored yet.

In this work, we present parallel versions of the FoF with O(N2) time
complexity using the OpenACC standard in an environment with CPU and
GPU. We start using compiler directives and minimum code modification,
and continue with a new approach rewriting the original program code, that
brought an significant performance improvement comparing with the first
approach.

2 Friends-of-Friends Algorithm

The Friends-of-Friends (FoF) is a percolation algorithm used in N-body sim-
ulations to identify structures in the Universe [5, 2]. For this, it starts read-
ing a single free parameter that determines the linking length of percolation
(l) and a database as input file.

The size of l is often given by b times the mean separation between
the particles, with the values of b and l depending on the nature of the
application [2]. The higher l is, the lower the density contrast and the
greater the number of particles attached to the groups [10]. Commonly, the
used value of b is 0.2 to identify halos of agglomerates [6, 8]. In this paper,
as in Caretta and Ruiz, we will use l = 0.1 Mpc for haloes of galaxies.

The FoF basic idea is: considering a sphere of radius R around a par-
ticle, the algorithm checks if there are other particles inside it, if so, they
are considered belonging to the same group and called “friends”. After, it
performs the same procedure for each of the other particles, until no new
friend can be added to the group.

Algorithm 1 describes the main processing of FoF, composed of three
nested loops, using arrays igru, to index the groups of particles and x, y,
and z to store the position of each particle.

for ( i = 0 ; i < N ; i ++){
k++;
while ( i g ru [ i ] != 0 ) i ++;
i g ru [ i ] = k ;
for ( j = i ; j < N ; j ++){



i f ( i g ru [ j ] == k ) {
for ( l = ( i + 1) ; l < N ; l ++){

i f ( i g ru [ l ] == 0){
d i s t=s q r t ( ( x [ j ]−x [ l ] ) ∗ ( x [ j ]−x [ l ] )+( y [ j ]−y [ l ] ) ∗
( y [ j ]−y [ l ] )+( z [ j ]−z [ l ] ) ∗ ( z [ j ]−z [ l ] ) ) ;
i f ( d i s t <= rperc )

i g ru [ l ] = k ;
}

}
}

}
}

Algorithm 1: Sequential FoF of complexity O(N2)

The outermost loop iterates through all particles creating a new group
if the current particle is not yet classified. Otherwise, if it already belongs
to one group, it continues with the next particle.

3 Parallelization with OpenACC

OpenACC [9] is a standard for parallel programming proposed in 2011, in
a partnership between NVIDIA, Cray, Portland Group (PGI) and CAPS
Enterprise. Designed to ease programming in hybrid systems consisting of
CPU/GPU, this standard uses compiler directives to express parallelism. It
also requires compiler support for recognizing the directives and generating
optimized code for different architectures.

The OpenACC standard enables the generation of parallelized code writ-
ten in C/C++ and Fortran languages to run on a system composed of a host
(CPU) and an accelerator device (GPU), without needing to know further
about its architecture, using only compilation directives. In addition, it
has high portability and allows to generate a code with few modifications
compared to the original one.

4 Parallel Implementations

FoF is an algorithm heavily dependent on input data values, specially the
particles position. Because of this, each GPU core would perform a different
amount of processing. Is the case if many particles were assigned to a group



during the first particles classification causing less processing to the last
ones, leaving GPUs threads idle.

One potential solution to that could be use different GPU kernels to
perform in certain parts of the processing or tackled with a dynamic work
balancing strategy. However, setting less kernels to the main process could
quickly exceed the available global GPU memory, and the use of load bal-
ancing should be adapted for each entry case.

In the next subsections, we present the two approaches used to par-
allelize the FoF using OpenACC. Our first version used a directive-based
programming paradigm, which fosters incremental parallelization with min-
imum code modification, and in our second one we chose to rewrite the
original program code focusing on the hybrid environment.

4.1 First approach using OpenACC

In the first approach we parallelized the innermost loop of the algorithm,
since it has no data dependency. To this, we use the directive #pragma acc

parallel, that describes a portion of code to run on the GPU kernels, and
set the variable dist as private to avoid inconsistent values.

Since the parallel loop reads and can write in the igru vector, we found
two similar possibilities to ensure data consistency: (i) use the #pragma acc

copy directive, that copy the vector from the CPU to the GPU before enter-
ing the parallel region and from GPU to CPU before leaving, or (ii) allocate
the vector in the accelerator and use the #pragma acc update device and
the #pragma acc update self directives, that copy only the modified val-
ues in the vector from the local memory to the device (GPU) and from the
device to the local memory. For the other vectors that are just read, we use
the #pragma acc data copyin before the outermost loop, to copy the read
values to the GPU once.

4.2 Second approach using OpenACC

Our second approach consists of dividing the domain into several GPU ker-
nels, each one performing the grouping of its data using FoF. The number
of kernels is set by command line by the user, determining the parallelism
in the accelerator.

In CPU, the program reads the input file and divide the total of particles
to the number of kernels chosen. After, the program uses a loop to distribute
the executions of each kernel over its portion of data. For this, we use the
#pragma acc parallel loop, allocating the needing vectors in GPU.



In GPU, we use OpenACC directives to guarantee that the data was
present in the accelerator using #pragma acc data present and that the
FoF would run sequentially by the kernels. After identifying the groups,
each kernel mapped the identified groups in an array sent from the CPU to
the GPU at the beginning of the parallel region. Thus, at the end of the
executions this vector can be accessed in CPU with the new values set.

We observed that the original FoF of complexity O(N2) does not ad-
dress a case where a particle is classified as belonging to one cluster and
afterwards the algorithm classifies it as belonging to another cluster, that is,
particles responsible for linking two distinct clusters and that were classified
by distinct kernels. This fact caused a delay and confusion during the im-
plementation, to compare correct results with the OpenACC versions. Also,
in order to treat this case we performed a post-processing in CPU.

To treat the reported problem, we first ordered the particles by one of
their position coordinates just after being read. After the executions and
grouping classifications by each kernel, we do the post-processing in CPU.
This was done calculating the distance between two points for doubles of
particles, considering the percolation radius as the distance limit between
them. When one particle was associated with another of a distinct group,
it was necessary to change the group of particles associated with it. This
reclassification generated a new particle scan using a for loop parallelized
with the OpenMP [3] pattern.

5 Experiments and Results

We performed experiments to compare the performance of the two parallel
approaches with OpenACC against the original, O(N2) algorithm. All ex-
periments were executed on a server node with two Intel Xeon E5-2650 v3,
each with 10 cores running at 2,3GHz, with HyperthreadingTM, amounting
to 20 physical cores, 128 GB DDR4 RAM, and two GPUs NVIDIA Tesla
K80 with 2 x 2496 CUDA Threads, running Ubuntu 18.04.1 LTS. We use
the Portland Group Community edition compiler1 version 18.4-0.

The executions were performed with three samples of observational data
from the Virgo Consortium2, one with 65,536 particles (File 1), 174,761 (File
2) and 249,420 (File 3). We present below the mean execution times for 30
executions of each algorithm. As output, the FoF shows how many groups
with more than one element were found using the percolation method and

1https://developer.nvidia.com/openacc-toolkit
2http://www.mpa-garching.mpg.de/Virgo/data download.html



the execution time in microseconds. The source codes can be accessed in:
https://github.com/anaveroneze/laquibrido/tree/master/ccis2019.

5.1 First approach

Table 1 presents the mean execution times and speedup of the two algo-
rithms generated in the first approach. The first one, using the data transfer
directive copy and the second using the update device and update self

transfer directives.

Table 1: Performance of first approach algorithms with OpenACC
File Time (s) Speedup Time (s) Speedup

1 15.07 3.03 13.77 3.32
2 87.98 3.49 78.47 3.91
3 2478.90 2.17 1401.80 3.83

The results showed that our first approach is able to accelerate exe-
cutions with the addition of a few lines of code to the sequential version.
Even without a significant speedup, this approach is worth noting this was
obtained at the cost of only a few compiler directives.

We also observed a time difference between the two versions, resulting
in a speedup difference of 1.66 for the larger file. Since in the first version
the OpenACC directive writes the entire vector from GPU to CPU at each
iteration and in the second version it only updates the altered data in the
vector between GPU and CPU, we assume that the first version has a greater
cost processing compared to the second one, which had a higher performance
in all cases.

Despite using the parallel processing, with a gain up to 3.91 to the sec-
ond version, the program did not explore well the GPU usage to the FoF
execution, as observed with the nvprof tool and described in section 5.3. We
assume that this occurs due to the logic used in the FoF algorithm, which
contains several conditional structures and data dependencies, which made
it difficult to parallelize it in the device used.

5.2 Second approach

Table 2 presents the results without considering the reading time of the
input, and considering the sum of FoF execution time in GPU with the
post-processing execution time in CPU. We set the number of kernels as a
parameter to the user choose depending on the number of particles in the



input file. For our measurements, we used 300 kernels for the File 1 and 2
and 900 for File 3.

Table 2: Performance of second approach algorithms with OpenACC
File Time (s) Speedup

1 1.32 34.62
2 6.28 48.90
3 286.63 18.76

From the results, we noticed a gain of performance of the new imple-
mentation compared to the serial and to the first approach. It stands out
the speedup of almost 49 for File 2, where we found a case that properly
exploited the GPU kernels defined to carry out the processing.

The particle sorting at the beginning of the program has generated a
distinct classification of groups compared to that performed by the serial
O(N2) FoF. This happens because the original algorithm does not address
the cases treated in the post processing, and so the values may differ. Thus,
for File 1, 46,382 groups were found in the serial version and 45,683 in the
new version with OpenACC, 113,660 and 111,313 for File 2, and 157,682
and 154,384 for File 3.

We did not observe relevant performance differences using OpenMP, so
the post-processing run sequentially in the tests. We supposed that this
occurs because using a low percolation value (as 0.1), the association of
particles in the post-processing tends to decrease, becoming more costly in
some cases.

5.3 GPU performance

In order to better understand our results, we used the nvprof3 profiling tool,
which dynamically analyzes the execution of a program. The tool is executed
by command line and presents an overview of the GPU kernels and memory
copies used in an application. In the execution option used, it shows the
total time and percentage of the total application time for each kernel.

Here we will present analysis of the percentage of time spent in moni-
tored activities by the nvprof. The values are about the total time in each
category: GPU activities, API calls and the use of OpenACC directives.
To the first approach, we will refer as first version the algorithm with copy

3https://developer.nvidia.com/nvidia-visual-profiler



transfer directives and second version the algorithm that used update self,

device.

• GPU activities: For the two versions of the first approach the GPU
kernels were mostly used to perform the communication between host
and device. In the first version, all inputs presented similar results in
this question, using about 46% to transfer data from the host to the
device and 45% from the device to the host, leaving only 6% to 8% to
run the FoF.

The second version spent most of the time transferring data from de-
vice to host, with 51% to the first file until 77% to the third file. To
transfer from host to device it spent around 39% for the first file and
11% for the third. With this, the second version used more time to
process the FoF in GPU: from 9.87% to 10.92%. To the second ap-
proach, almost all the time in GPU was used to process the FoF (from
97% to 99%) since it executed entirely in GPU, taking total advantage
of the device.

• API calls: In here, to both approaches most of the time was dedi-
cated to the management of the host and device data stream during
parallelization. In the first version, all the files spent around 96% of
CPU threads blocking time waiting until the stream finished all the
tasks, while in the second version it was spent 72.87% for the first in-
put file, 87.04% for the second and 96.44% to the third. In the second
approach 48.46% for file 1, 87.93% for file two and 96.33% for file 3,
being the retain of the primary context on the device the second most
costly activity.

• OpenACC directives: To the first approach, most of the time spent
here was waiting to enter and to leave the parallel region set in the
innermost loop. The larger the input file the longer the time spent to
exit the parallel regions, while the waiting time to enter was similar to
all input files. However, using update directives in the second version,
the waiting time to enter the parallel region decrease, with 17.64% for
the first time compared with the 26.64% in the first version. To the
second approach, the time was mostly spent in waiting to generate
and after to enter the parallel region, with 80.99% of waiting to the
file 1 and 98.38% to the file 3.



6 Conclusions

This paper presented a new proposal to optimize the serial O(N2) Friends-
of-Friends algorithm using parallelization for hybrid computing with the
OpenACC standard. Although OpenACC abstracts implementation details,
such as interactions between host and GPU, it is a simple and portable tool,
highly recommended for initial investigations.

We presented two approaches to take advantage of multicore CPUs and
many-core GPUs. The first one used minimal code modification, using only
OpenACC compiling directives. The second brought a new idea, running
the algorithm sequentially but in many GPU kernels, acting in parallel to
group chunks of particles post-processed in CPU.

The results presented showed that it is possible to make great use of the
GPU for the processing of FoF with deeper changes in the code, demonstrat-
ing expressive performance improvement compared to the serial version and
the first approach with OpenACC.
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