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ABSTRACT

Context. Heat flux is one of the main energy transport mechanisms in the weakly collisional plasma of the solar corona. There, rare
binary collisions let hot electrons travel over long distances and influence other regions along magnetic field lines. Thus, the fully
collisional heat flux models might not describe transport well enough since they consider only the local contribution of electrons. The
heat flux in weakly collisional plasmas at high temperatures with large mean free paths has to consider the nonlocality of the energy
transport in the frame of nonlocal models in order to treat energy balance in the solar atmosphere properly.
Aims. We investigate the impact of nonlocal heat flux on the thermal evolution and dynamics of the solar atmosphere by implementing
a nonlocal heat flux model in a 3D magnetohydrodynamic simulation of the solar corona.
Methods. We simulate the evolution of solar coronal plasma and magnetic fields considering both a local collision dominated and
a nonlocal heat flux model. The initial magnetic field is obtained by a potential extrapolation of the observed line-of-sight magnetic
field of AR11226. The system is perturbed by moving the plasma at the photosphere. We compared the simulated evolution of the
solar atmosphere in its dependence on the heat flux model.
Results. The main differences for the average temperature profiles were found in the upper chromosphere/transition region. In the
nonlocal heat transport model case, thermal energy is transported more efficiently to the upper chromosphere and lower transition
region and leads to an earlier heating of the lower atmosphere. As a consequence, the structure of the solar atmosphere is affected with
the nonlocal simulations producing on average a smoother temperature profile and the transition region placed about 500 km higher.
Using a nonlocal heat flux also leads to two times higher temperatures in some of the regions in the lower corona.
Conclusions. The results of our 3D MHD simulations considering nonlocal heat transport supports the previous results of simpler
1D two-fluid simulations. They demonstrated that it is important to consider a nonlocal formulation for the heat flux when there is a
strong energy deposit, like the one observed during flares, in the solar corona.
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1. Introduction

One of the problems of simulating the solar atmosphere is to
find an appropriate heat flux model that describes well the ther-
mal transport properties of the weakly collisional plasma of the
transition region and the solar corona. Therefore, it is of inter-
est to compare existing formulations for the heat flux in order
to find a proper description for the thermal evolution of those
regions. When describing the transport of energy in the solar at-
mosphere, it is common to use collision-dominated models for
the heat flux as calculated by Spitzer & Härm (1953; hereafter
SH). Their derivation describes the heat flux in terms of local
temperature gradient,

qS H = −κ||∇||T, (1)

where T is the plasma temperature and κ|| is the parallel com-
ponent of a thermal conduction tensor. This thermal diffusion
model is valid for a considerable range of plasma parame-
ters. However, Gray & Kilkenny (1980) have shown that the
approximation used by Spitzer & Härm (1953) applies only to
λmfp

LT
< 10−3, where LT =

Te
|5Te |

is the electronic temperature

scale height and λmfp is the electron mean free path. Typical
values for the ratio λmfp/LT for the quiet Sun and flare con-
ditions are summarized in Table 1. The values for quiet sun
conditions were calculated from the initial data profile used in
the code GOEMHD3D (Skála et al. 2015). The values for the
flaring atmosphere were obtained from the results of numerical
simulations of Abbett & Hawley (1999). In the dense and colli-
sional plasma of the chromosphere the ratio λmfp/LT is within
the limit allowing the SH thermal conductivity. However, for the
upper transition region and corona the SH approach is no longer
valid, in particular during solar flares. Steep temperature gradi-
ents in the transition region (TR) and the low plasma density in
the corona lead to a longer electron mean free path and larger
electron temperature scale heights.

Ljepojevic & MacNeice (1989) tried to obtain a heat flux un-
der more general conditions and considering departures from a
Maxwellian velocity distribution function. They derived the heat
flux from a distribution function obtained by solving the Lan-
dau equation. For low velocities the distribution function was
approximated by the SH method, while they considered the high
velocity form of the Landau equation to obtain the distribution at
higher velocities. For typical electron temperature and density of
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Table 1. Ratio of the electron mean-free-path, Lmfp, to the electronic
temperature scale height, LT .

Quiet Sun Flare

Solar Corona 10−3 10−2

TR 10−3 10−2

Chromosphere 10−9∼10−6 10−13

Table 2. Normalization parameters.

Variable Normalization

Density n0 = 2 × 1015 m−3

Length L0 = 1 Mm
Magnetic field B0 = 10−3T
Velocity u0 = B0/(

√
µ0n0mp) = 4.88 × 105 m s−1

Time t0 = L0/u0 = 2.05 s
Currently density Jo = B0/(L0µ0) = 7.96 × 10−4

Resistivity η0 = µ0L0u0 = 6.13 × 105 Ωm
Pressure p0 = B2

0/(2µ0) = 0.398 Pa
L L0 = 2p0u0/L0 = 0.388 W m3

active regions and flaring atmosphere, their results indicate that
the SH model fails to properly describe the energy balance in
the upper TR and low corona. Lie-Svendsen et al. (1999) used a
test particle model against a Maxwellian background and applied
density and electron temperatures expected to be found in the TR
with a thickness of 50 Mm. They have shown that there will be
contributions coming from the free streaming coronal electrons
to the heat flux for a low density TR (1012–1013 particles m−3). In
that case, Lie-Svendsen et al. (1999) demonstrate that a consid-
erable portion of the heat flux would come from particles in the
tail of distribution function. For higher TR density (1014 parti-
cles m−3), they concluded that the contributions for the heat flux
would come basically from the core of the distribution function.
Therefore, the classical collisional model would give good ap-
proximations for high densities and low temperature gradients.
From kinetic model results, Vocks et al. (2016) suggest that the
electronic velocity distribution in the TR have a considerable
deviation from the Maxwellian. Therefore, the SH model may
not be an appropriate choice to describe thermal conduction in
TR.

The possible breakdown of the collisional model according
to SH requires, therefore, looking for a more appropriate descrip-
tion of the transport. A better model for the heat flux in coronal
plasmas would be a nonlocal (NL) treatment, as suggested by
the results of Ljepojevic & MacNeice (1989). Strictly speaking,
this would mean computing the contributions of energetic elec-
trons in a way that the heat flux is no longer solely determined
by the local gradient of temperature. Since there is no avail-
able NL transport theory, many authors have considered a linear
perturbation approach including higher orders in the kinetic the-
ory derivation of the heat flux. By means of kinetic simulations,
Luciani et al. (1983) were able to mimic an NL behavior in the
electron heat flux by expressing it as a convolution integral

qNL(x) =

∫ +∞

−∞

qS H(x′)w(x, x′)dx′, (2)

where w(x, x′) is the delocalization kernel.

The kernel, w(x, x′), acts by weighting the influence of the x′
points along the magnetic field line on the x position in the field
line. Different delocalization kernels have been tested in the lit-
erature. Most of the suggested kernels were obtained assuming
plasma conditions not applicable in the upper solar atmosphere
(Brantov & Bychenkov 2013). However, Luciani et al. (1983)
derived a kernel under assumptions that are not far from the con-
ditions found in the corona (Karpen & DeVore 1987):

w(x, x′) =
1

2λ(x′)
exp

[
−

∣∣∣∣∣∫ x

x′
dx′′

n(x′′)
λ(x′)n(x′)

∣∣∣∣∣] . (3)

Here λ(x′) is the effective distance which electrons at a temper-
ature T (x′) can reach. It can be written in terms of the electron
mean free path as (Luciani et al. 1983)

λ(x′) = 32(z + 1)1/2λmfp(x′). (4)

This delocalized heat flux has been applied before to study
1D models of the solar atmosphere. Karpen & DeVore (1987)
and Karpen et al. (1989) performed a 1D two-fluid simulation
of a flaring solar atmosphere along a loop considering opti-
cally thin radiation and volumetric heating. Their results indi-
cate significant differences in the plasma behavior in depen-
dence on the heat flux model, especially in the pre-peak phase
of a flare. The main differences were a smoother transition re-
gion, higher coronal temperatures, and lower upflow velocities
in comparison with the classical model results. The work of
Ciaravella et al. (1991) indicates that the differential emission
measure, D, can be increased by a factor of 2 in the tempera-
ture range of 2 × 104 K <T < 5 × 104 K when considering the
NL heat flux model. Their results indicate that an NL heat flux
model leads to changes in D values both at the base and near the
top of the loops.

In the following section we discuss the numerical aspects of
our work and the data used to build the initial magnetic field con-
ditions. In Sect. 3, we analyze the effects of heat flux models on
the average temperature and velocity vertical profiles, followed
by the investigation of their effects along a specific magnetic
field line in Sect. 4.

2. Data and methodology

We used the code GOEMHD3 (Skála et al. 2015) to simulate the
solar corona. The code solves the following set of MHD equa-
tions:

∂ρ

∂t
= −∇ · ρu, (5)

∂ρu
∂t

= −∇ · ρuu − ∇hγ + j × B − νρ(u − v0), (6)

∂h
∂t

= −∇ · (hu) −
(γ − 1)
γhγ−1 L, (7)

∂B
∂t

= ∇ × (u × B − ηj), (8)

where the variables ρ, η, u, v0, B, and j stand for the normalized
plasma density, resistivity, velocity, neutral gas velocity, mag-
netic field, and current density. The normalization parameters are
listed in Table 2. The variable h represents the enthalpy and it is
related to the thermal pressure p by h = (p/2)1/γ, where γ = 5/3
is used for the ratio of specific heats. The variable ν stands for
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Fig. 1. Grid resolution in the z direction as a function of height Z above
the photosphere layer.

the collision coefficient between the plasma and the neutral gas.
The collision with neutrals is only used to set plasma into motion
at the bottom of the simulation box.

The variable L is the energy loss function

L = ∇ · q + R − η j2, (9)

where the heat flux transport along the magnetic field lines
is given by ∇ · q, and q was substituted by either the SH
or NL model expressions. We have considered an anoma-
lous plasma resistivity to describe the heating by current dis-
sipation. This resistivity can be justified by the physical pro-
cesses that explain current dissipation in low collisional plasma
(Büchner & Elkina 2005, 2006). Our plasma resistivity is con-
stant in time and uniform in the xy-plane. It was modeled ac-
cording to Bingert & Peter (2011) in the TR and corona in order
to mimic the heating deposit expected from nanoflare heating.
In the lower part of the domain, the resistivity was decreased to
classical values, which helped to keep the numerical stability.

The general loss rate by thermal emission, R, was described
by an optically thin plasma approximated by Cook et al. (1989)
as

R ≈ n2
e Q(T ). (10)

In our work we used the Q(T ) obtained by interpolating the
values from the curve given by CHIANTI (Del Zanna et al.
2015).

For the simulations, the bottom of the box was located in the
chromosphere, with 49.0 Mm in the x and y directions, and it
extended 40.0 Mm in the vertical direction (z) up to the lower
corona. The mesh used in the model is uniform in the x and y di-
rections. It is refined in the z direction with maximum resolution
close to the bottom of the simulation box in order to cope with
the large gradients of temperature and density in the TR (see
Fig. 1). The mesh has 258 grid points in the z direction and 1462

points in the xy-plane. The horizontal resolution is about 336 km
and the maximum resolution in the z direction is approximately
100 km.

We ran the simulations with initial conditions established
from observations of active region AR11226. The initial mag-
netic field was obtained by a potential magnetic field extrapo-
lation (Otto et al. 2007) of the line-of-sight (LOS) component
of the photospheric magnetic field measured by the Helioseis-
mic and Magnetic Imager (HMI) on board the Solar Dynamics
Observatory (SDO) satellite. Before the extrapolation, the LOS

Fig. 2. Line-of-sight magnetogram before (panel a) and after (panel b)
Fourier filtering.

photospheric magnetic field was Fourier-filtered in order to re-
tain only the first 16 modes. This procedure removes small gradi-
ents that cannot be resolved by the computational grid. Figure 2a
shows the LOS component of the magnetic field observed on 7
June 2011 at 05:40:00 UT, and Fig. 2b the filtered magnetogram
used for the extrapolation.

The plasma is perturbed by coupling it with a moving neutral
gas via the collision term in the momentum equation. The colli-
sions with neutrals in the simulation domain are imposed only in
the lower part of the simulation box (H < 1 Mm). This is done by
setting ν as a function of height decreasing exponentially from
ν = 3 at H = 0 to zero at H = 1 Mm. The perturbation is main-
tained throughout the whole simulation modeling the effects of
footpoint displacement in the photosphere. The neutral gas ve-
locity field (u0) was approximated by a horizontal incompress-
ible vortex and has no vertical component. Figure 3 displays the
neutral gas velocity pattern used in the simulations.

The plasma pressure was considered initially uniform over
the entire domain and the plasma density profile was set as de-
scribed by Skála et al. (2015) to mimic a stratified atmosphere
in a model that does not consider gravity. The normalized coro-
nal density is defined as ρc = 1 and the chromospheric density as
ρch = 100ρc. The height profiles of the initial normalized temper-
ature and density are displayed in Fig. 4. We used the perfect gas
law to obtain an initial temperature profile that is in accordance
with the Vernazza et al. (1981) model for the temperature of the
solar atmosphere. We defined the solar atmospheric regions in
our model based on the temperature range. The chromosphere
was defined as the region where T ≤ 2 × 104 K, and the corona
as the region where plasma has a temperature equal to or higher
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Fig. 3. Neutral gas horizontal velocity pattern, u0, which corresponds
to an incompressible vortex; it is used to perturb plasma and magnetic
field. The color-code shows the values of the z-component of the mag-
netic field.

Fig. 4. Height profiles of normalized temperature (T0 = 104 K) and
normalized density, n0, used as initial condition in the MHD model.

than a million Kelvin. The TR is located between these regions
and the lower (upper) part of the TR in our model is considered
to be in the temperature range of 2 × 104 K < T < 5 × 105 K
(5 × 105 K ≤ T < 1 × 106 K).

To compute the NL heat flux we needed to know the den-
sity and pressure along the magnetic field lines. For this sake we
traced for each grid point a magnetic field line path l by integrat-
ing forward and backward along the direction of the magnetic
field:

dl(s)
ds

= B̂(l(s)). (11)

Figure 5a illustrates the process. For a starting grid point (yel-
low), we obtain the selected points along the magnetic line path
(blue) by integrating Eq. (11). We have considered a resolution
of ∆l = 0.1dzmin for the magnetic field integration.

To compute the variables at the points along the field line,
we performed a trilinear interpolation using the information ob-
tained from the grid points around it. Since the GOEMHD3
is parallelized using message passing interface (MPI), the val-
ues at the grid points in other partitions are not directly
available. Therefore, those values had to be communicated
among the partitions. A MPI communication of every grid point
would be computationally too expensive. In order to reduce
computation time, only half of the points in each partition were

Fig. 5. Panel a: Tracing of the magnetic field for the whole domain
starting at the yellow grid point and moving through the blue points.
Panel b: Mesh points, G, in green used to interpolate the variables at the
blue point at a distance d from the origin of the Cartesian grid.

communicated. Therefore, the interpolation was performed with
information from every other point in our domain. This is illus-
trated in Fig. 5b, where the green points are the communicated
mesh points and the blue point is a point located along the mag-
netic field line path that is being traced and where the properties
are going to be interpolated. The vector position d = xl x̂+ylŷ+zlẑ
denotes the distance of the blue point to the origin of the coor-
dinate system. The value of the variable φ at the blue point is
obtained by

φ(ii) = ([ϕi, j,k(1 − ∆x) + ϕi+1, j,k∆x](1 − ∆y)

+ [ϕi, j+1,k(1 − ∆x) + ϕi+1, j+1,k∆x]∆y)(1 − ∆z) (12)

+ ([ϕi, j,k+1(1 − ∆x) + ϕi+1, j,k+1∆x](1 − ∆y)

+ [ϕi, j+1,k+1(1 − ∆x) + ϕi+1, j+1,k+1∆x]∆y)∆z,
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where

∆x =
(dx(ii) −G(i, j, k))

(G(i + 2, j, k) −G(i, j, k))
, (13)

∆y =
(dy(ii) −G(i, j, k))

(G(i, j + 2, k) −G(i, j, k))
, (14)

∆z =
(dz(ii) −G(i, j, k))

(G(i, j, k + 2) −G(i, j, k))
. (15)

The interpolation (Eq. (12)) calculates the values of φ by means
of a weighted average of the values in the grid points using ∆x,y,z
as the weights. Although the interpolation was done using every
other point, the final result was able to replicate the profiles for
density and temperature, as can be seen in Fig. 6a. The compu-
tation of the NL heat flux costs three times the computation of
the classical heat flux for the mesh used here. The correspond-
ing initial divergence of heat flux along a field line, according
to the two heat flux models, is displayed in Fig. 6b. The height
of the loop (H) is normalized by the apex loop height (Ha). If
we decrease the number of points used in the interpolation, the
final result is not able to reproduce those profiles with the same
accuracy.

3. Average profiles

We performed two simulations starting from exactly the same
initial conditions but for different heat flux formulations (NL
and SH). Figure 7 shows the vertical profile of the averaged
over the xy-plane temperature obtained at three different in-
stants of time (20 s, 410 s, and 820 s) for the SH (black
dashed line) and NL (solid green line) models. The vertical
red lines denote the beginning of TR (TR-line) and the base
of corona (C-line). As the differences in height for the posi-
tion of the TR and corona are less than 1 Mm between the
models, we only plot the lines for the NL heat flux simula-
tions. The vertical bars in the plots are for the standard devia-
tion and the simulation results are in black for SH and in green
for NL.

The temporal evolution of the temperature profile shows that
the temperature in the lower corona decreases, while it increases
in the TR and upper chromosphere. These temperature variations
move the base of TR to lower heights and smooth the existing
temperature gradients in the upper part of TR, T > 5×105 K. The
base of the TR moves from the initial 3.5 Mm to around 1.7 Mm.
Both models predict the base of corona starting at greater heights
as we have defined the base of the corona as the height where
T = 106 K. The SH model predicts the base of the corona around
300 km and 500 km higher than the NL model for the times
t = 410 s and t = 820 s, respectively. This indicates that the SH
model predicts more conductive cooling for the plasma in the
base of the corona.

Figure 8 shows a closer view of the upper chromosphere and
TR. It is possible to identify the main differences between the
two models of the temperature of the TR. The NL model results
in a smoother TR with final temperatures lower than those ob-
tained using the classical collisional SH formulation. The tem-
perature in the upper TR is lower in the NL model and the base
of the upper TR (T = 5 × 105 K) is located 500 km higher than
in the SH model. The upper chromosphere starts to be heated
earlier in the NL formulation as an effect of the delocaliza-
tion mechanism. Figure 9 shows the relative percentage differ-
ence in the temperature profile between the NL and SH models

Fig. 6. Panel a: Initial temperature and density profiles along a mag-
netic field line through grid point (i = 70, j = 70, k = 100). Panel b:
Initial divergence heat flux profile along a field line for classical formu-
lation (green curve) and NL (red curve). The height of the loop, H, was
normalized by the apex loop height, Ha

using the temperature obtained with SH as reference. There it
can be clearly seen that the main differences between the two
heat flux models are found in the TR. In the NL formulation
the TR is less heated, thus the lower temperatures found using
NL model.

The profiles of the vertical plasma flows is shown in Fig. 10.
Positive values indicate upflows and negative values indicate
plasma downflows. At the beginning of the simulation, t = 20 s,
plasma downflows at the lower corona and upflows at the TR
produce a mix of plasma coming from both regions. The flows
obtained with the SH model are on average up to 50% higher
than those obtained with the NL model. The mixed flow pattern
is later substituted by a general upflow starting at H ∼ 2 Mm
and extending up to the top boundary of the simulation box. The
resulting flows are very similar in both models with the NL for-
mulation producing slightly lower velocities at the lower TR and
higher velocities in the upper TR.
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Fig. 7. Average temperature T(K) over the xy-plane as a function of
height (H) obtained using the SH and NL heat flux models for three
different instants of time: (a) t = 20 s, (b) t = 410 s, and (c) t = 820 s.
Standard deviations for the SH (NL) heat flux model are shown using
black (green) vertical bars.

The results for the temperature and vertical flows can be
understood if we look at the vertical profiles of the divergence
of the heat flux obtained using the SH and NL formulations.
Figure 11 shows these results where the negative (positive) val-
ues of the divergence means energy gain (loss) by heat flux
transport. At t = 20 s the peaks of energy deposition for NL
and SH are in the same position. However, the conductive heat-
ing obtained in the NL model is less intense and broader than
that of SH, reaching lower heights and heating the base of the
TR more efficiently due the delocalization mechanism. This
conductive heating is responsible for the shift of the base of

Fig. 8. Average temperature, T (K), over the xy-plane as a function of
height in the lower part of the atmosphere, H ≤ 8 Mm, for the SH and
NL heat flux models for three different instants of time: (a) t = 20 s, (b)
t = 410 s, (c) t = 820 s. Standard deviations for the SH (NL) heat flux
model are shown using black (green) vertical bars.

the TR to lower altitudes in both models and for the upflows
observed in the lower TR at the early stages of the simulation.
For H > 4 Mm, the heat flux mechanism is responsible for
the energy loss in the higher TR and the peaks of energy re-
moval for the SH and NL models no longer coincide. The en-
ergy removal for the SH model peaks at higher altitudes and it is
more intense than that obtained from the NL simulations. This
shifts the base of the corona upwards and causes the downward
plasma flows observed at the higher TR. From the profiles for the
average flux divergence at t = 410 s and 820 s, we observed that
the conductive heating of the lower TR is maintained, but the
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Fig. 9. Temporal evolution of the height distribution of relative percent-
age difference for temperature using SH values as reference.

peaks of SH and NL model no longer coincide. The energy gain
in the SH model is more intense and occurs at lower altitudes
than that obtained with the NL model. This conductive heating
pattern sustains the upflows starting at the lower TR observed at
later times.

4. Local effects

In this section, we investigate the evolution of the plasma along
a field line that connects to a maximum temperature region in
the solar corona. Figure 12 shows the temporal variation of the
peak temperature found in the simulation domain as a function
of time for the SH and NL models. We verify that the NL model
results in higher peak temperatures than the SH model. The peak
temperature starts to rise very early and is increased dramatically
after 400 s, mainly in the NL heat flux model. This indicates that
different heat flux models predict different thermal evolutions
on the solar atmosphere, consequently affecting the temperature
peak values.

Figure 13 shows two snapshots of the simulation at t = 820 s
with the magnetic field lines color-coded by the temperature
and the bottom slice by the z-component of the magnetic field.
The first snapshot, Fig. 13a, shows the isosurface regions where
the plasma temperatures were higher than 1.5 million Kelvin at
t = 820 s. Since both models predict approximately the same lo-
cations for plasma heating, we only show the snapshot for the
NL simulation. Figure 13b displays the selected field line for the
investigation. This field line has its apex at the chromosphere
at the beginning of the simulation and rises towards the corona
as the simulation evolves, stabilizing around Ha ∼ 10 Mm after
t = 600 s (see Fig. 14).

In our simulations, the increase in temperature is caused in
part by current dissipation. Figure 15 shows the temporal evo-
lution of the current dissipation (CD) along the selected mag-
netic field line for the simulation with SH model (Fig. 15a) and
NL model (Fig. 15b). We verify that current dissipation is rel-
evant after t = 600 s and is qualitatively very similar for both
simulation cases. The contribution from current dissipation is
especially strong in the range 0.1 ≤ H/Ha ≤ 0.7, which cov-
ers the region going from the upper TR up to the lower corona.
The peak for CD is located around H/Ha = 0.25 in both cases.

Fig. 10. Average vertical velocity, Uz, over the xy-plane as a function
of height (H) for the SH and NL heat flux models for three different
instants of time: (a) t = 20 s, (b) t = 410 s, (c) t = 820 s. Standard de-
viations for the SH (NL) heat flux model are shown using black (green)
vertical bars.

The NL heat flux leads to CD around 20% higher in the inter-
val 0.3 − 0.4H/Ha (bottom corona) compared to the prediction
from SH model for the same region. In the range 0.5–0.55 H/Ha
(upper corona), the CD is around 10% higher for the SH case.

The heat flux also contributes to the thermal energy redistri-
bution. Figure 16 shows the temporal evolution of the heat flux
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Fig. 11. Average heat flux divergence, ∇·q, over the xy-plane as a func-
tion of height, H, for three different times: (a) t = 20 s, (b) t = 410 s,
and (c) t = 820 s. Standard deviations for SH (NL) heat flux model are
shown using black (green) vertical bars.

along the investigated magnetic field line for SH (Fig. 16a) and
NL (Fig. 16b) cases. Negative values show where energy is be-
ing deposited and positive values show where the energy is re-
moved by heat flux. In both cases, the heat flux acts to trans-
port thermal energy towards the base of the loop. Close to the
end of the simulation, most of the energy is being deposited
in the height range 0.15 ≤ H/Ha ≤ 0.3. In the NL case, a
considerable quantity of energy is also being deposited in even

Fig. 12. Temporal evolution of the peak temperature found in the simu-
lation domain as a function of time for SH (dash-dot-dot) and NL (dot-
ted) models.

Fig. 13. Simulation box for t = 820 s showing (a) the isosurfaces of T >
1.5 × 106 K (in red) and the magnetic field lines, color-coded according
to temperature; and (b) the selected field line color-coded according to
temperature. The horizontal plane is color-coded by the z-component of
the magnetic field.

lower regions, 0.10 ≤ H/Ha ≤ 0.15. The main difference be-
tween the simulations is from where the energy is removed. In
the SH model, the thermal energy is removed from heights in
the range 0.3 ≤ H/Ha ≤ 0.6, whereas in the NL case the en-
ergy is transported from a region closer to the top of the loop
(∼0.8H/Ha). Another significant difference is the quantity of en-
ergy transported from the corona. The SH heat flux takes con-
siderably more energy from the corona than the NL heat flux
model.

The combination of these mechanisms produces the ther-
mal profiles shown in Fig. 17. As the field line goes up and the
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Fig. 14. Height of the loop apex, Ha, as a function of time.

Fig. 15. Temporal evolution of the current dissipation (CD) term for the
selected field line in the (panel a) SH and (panel b) NL simulations.
The horizontal axis shows the time, in seconds, and the vertical axis the
height of the loop normalized by the loop apex.

plasma along the loop is slowly heated, the upper part of the
loop starts to present higher temperatures. Around t = 500 s, the

Fig. 16. Temporal evolution of the divergent of heat flux (HF) term for
the selected field line in the (a) SH and (b) NL simulations. The hori-
zontal axis shows the time, in seconds, and the vertical axis the height
of the loop normalized by the loop apex.

upper part of the loop reaches the temperature expected in the
solar corona. After t = 600 s, the dramatic rise in the contribu-
tion from the heating mechanisms leads to temperatures above
one million Kelvin. The NL formulation, Fig. 17b, reveals 2.5
times higher temperatures at heights between 40% and 80% of
the field line apex. The differences between the NL and SH tem-
perature profiles, Fig. 17a, cannot be explained solely by the dif-
ferences in heat flux and current dissipation profiles. Therefore,
the heat flux model may also affect other mechanisms appearing
in the energy equation leading to differences in plasma heating in
general.

The temporal evolution of the vertical velocity along the field
line is quite similar between the two models, as can be seen
in Fig. 18. At the beginning, upflows from the chromosphere-
TR and downflows from the lower corona mix the plasma be-
tween these two regions. Then, after t = 500 s, this mixed
up/down flow pattern is substituted by a general upflow. The
classical SH model reveals higher upflow velocities than NL
model at heights around 20% of the fluxtube apex height. This
is due to the higher energy input of SH in the upper TR,
which leads to greater heating and consequently higher upflow
velocities.
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Fig. 17. Temporal evolution of the logarithm of the temperature (T)
for the selected field line in the (a) SH and (b) NL simulations. The
horizontal axis shows the time, in seconds, and the vertical axis the
height of the loop normalized by the loop apex.

5. Summary and conclusions

We have presented the results of 3D MHD simulations compar-
ing the influence of different heat flux models on the plasma
temperature and velocity vertical profile in the solar atmosphere
above an active region. The average temperature and veloc-
ity vertical profiles obtained by assuming NL transport differ
slightly from the prediction of the collisional transport model.
The main differences are found in the upper chromosphere/TR.
Both models act to transport energy from the corona to the
TR and lower chromosphere. However, in the NL heat trans-
port model case, due to the delocalization mechanism, thermal
energy is transported more efficiently to lower altitudes con-
tributing to an earlier heating of the upper chromosphere and
lower TR. The heat deposition in the lower parts of the so-
lar atmosphere causes a plasma upflow from the upper chro-
mosphere/lower TR towards the corona. At the same time,
the cooling of the upper TR/lower corona causes a plasma
downflow from the corona to lower altitudes. These mixed
up/down flows are later substituted by a general upflow pat-
tern in both simulations. This all affects the structure of the
TR, with the nonlocal simulations producing a smoother tem-
perature profile at the TR, and lower final temperatures. This
temperature distribution affects the position of the TR, with a dif-
ference of about 500 km between the models. The delocalization

Fig. 18. Temporal evolution of the vertical velocity along the selected
field line in the (a) SH and (b) NL simulations. The horizontal axis
shows the time, in seconds, and the vertical axis the height of the loop
normalized by the loop apex.

mechanism, present in the NL model, also contributes to less
energy losses in the corona. During the simulation, the maxi-
mum difference in the average temperature profiles between the
two models reached 55%. Locally, the temperature difference
was considerably higher for certain regions of the lower corona
where the temperature peaks gave values two times higher for
the NL heat flux model.

The differences found for the heat flux models in our simula-
tions indicate that is important to consider the contributions from
fast electrons, as suggested by Vocks et al. (2016). In addition,
our results point out that those contributions can be significant
for the TR since we observed considerable differences between
temperature profiles for that region. Regarding the results from
Lie-Svendsen et al. (1999), they concluded that these contribu-
tions are only important for low densities in the TR. Our re-
sults have demonstrated that there are considerable contributions
from the electrons in the tail of the distribution function even
in the case of a TR with a higher density plasma. The discrep-
ancy between their conclusions and ours is due to the differ-
ence in the thickness of the TR in each study. Lie-Svendsen et al.
(1999) have considered a TR that is fifty times thicker than that
in our initial condition. A greater thickness for the TR leads to
lower temperature gradients, and therefore may underestimate
the values for classical heat flux there. Thus, the differences
between the SH model and any other model that considers the
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contribution from the fast electrons will be considerably smaller.
Observations have shown that in flaring conditions, the TR is
sharp (Reale 2010) and therefore there will be contributions from
the tail electrons. The importance of these contributions can only
be completely understood when considering other mechanisms
that influence the shape of the TR, for example, a better descrip-
tion of the ionization and excitation process in the chromosphere
and other microphysical mechanisms that have not been consid-
ered in our model.

The results of our 3D MHD simulations considering NL heat
transport are in agreement with the results of the simpler 1D two-
fluid simulations performed in the past (Karpen & DeVore 1987).
They show that in order to treat the upper chromosphere/TR prop-
erly, it is important to consider the contributions from fast elec-
trons by implementing an NL formulation for the heat flux. This is
even more important when strong energy dissipation, like the one
observed during flares, occurs in the solar corona. The NL heat
flux will transport this energy more efficiently along the magnetic
field lines, depositing it in the upper chromosphere/TR and affect-
ing all the dynamics of the plasma there.
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