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Applying deep learning to galaxy morphology1
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Abstract9

In observational cosmology, one of the most fundamental and basic10

procedures is the morphological classification of galaxies into a taxon-11

omy system. The challenge is to build up a robust methodology to12

perform a reliable classification. The main objective of this work is to13

investigate how to substantially improve the classification of galaxies14

within large datasets by mimicking human classification. We combine15

accurate visual classifications (from Galaxy Zoo project) with Deep16

Learning methodology.17

The first classification system, by [1, 2], distinguishes galaxies with18

dominant bulge component – also known as Early-Type Galaxies (ETGs)19

– from galaxies with a prominent disk component – named Late-Type20

Galaxies (LTGs). LTGs are commonly referred to as spiral galaxies21

because of their prominent spiral arms, while ETGs are commonly re-22

ferred to as elliptical (E) galaxies as they have a simpler ellipsoidal23

structure, with less structural differentiation (less information).24

Morphology reveals structural, intrinsic and environmental proper-25

ties of galaxies. In the local universe, ETGs are mostly situated in the26

center of galaxy clusters, have a larger mass, less gas, higher velocity27

dispersions, and older stellar populations than LTGs, which are rich28

star-forming systems [3, 4, 5]. By mapping where the ETGs are, it29

is possible to map the large-scale structure of the universe. There-30

fore, galaxy morphology is of paramount importance for extragalactic31

research as it relates to stellar properties and key aspects of the evo-32

lution and structure of the universe.33

Galaxy Zoo 1 (GZ1) [6, 7] is the first phase of a citizen science34

project which provides the distinction between ETGs and LTGs. More35

refined classifications fork spirals into two groups: barred (SB) and un-36

barred (S) galaxies. These two groups can also be refined even further37

by their spiral arms strength. Galaxy Zoo also provides a more detailed38

catalog in its second phase (GZ2) [8].39
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2 classes 3 classes 7 classes 9 classes 11 classes

99.5 82.7 70.0 67.4 65.2

Table 1: Overall Accuracy (OA in percentage) achieved with Deep Learning
techniques for all problems considering different numbers of classes.

We use two samples in this work: (1) 58,030 galaxies classified by40

GZ1; and, (2) 67,637 galaxies from GZ2 for more detailed classification.41

Considering 11 classes, we use classifications with the following prefixes42

Er, Ei, Ec, Sa, Sb, Sc, Sd, SBa, SBc, SBd as supervision guide to the43

learning process. Other three different scenarios are explored with GZ244

supervision. Classification considering 9 classes (same as 11 classes45

except that we have one class for all elliptical galaxies united), 7 classes46

(same as previous but disconsidering the faintest galaxy types: Sd47

and SBd) and 3 classes: E (elliptical), S (non-barred spiral) and SB48

(barred spiral galaxies). The datasets used in this work are composed49

by galaxies from Sloan Digital Sky Survey Data Release 7 (SDSS DR7)50

[9].51

Deep Convolutional Neural Network is a well-established method-52

ology to classify images [10]. Without the need of a feature extractor,53

the network itself adjusts its parameters in the learning process to ex-54

tract the features. We use the GoogLeNet Inception architecture, a55

Deep Convolutional Neural Network with 22 layers directly applied to56

the images [11].57

We explore the class imbalance problem considering 3 classes, with58

undersampling, oversampling and Synthetic Minority Over-sampling59

Technique (SMOTE) experiments experiments [12]. Performance is60

measured by Overall Accuracy (OA), also Precision (P) and Recall61

(R) for specific cases. We achieve 99% OA for separating galaxies into62

2 classes and ≈ 83% OA for 3 classes (E, S and SB). The Overall63

Acurracy of all models are presented in Table 1.64

The main product of these years of research is a complete catalog65

with morphology for ≈ 670.000 galaxies – which will be published soon66

with the paper that is currently under revision [13]. The result of this67

ongoing PhD research has already classified hundreds of thousands of68

galaxies from SDSS and has potential to provide morphological classi-69

fication for millions of galaxies from different surveys.70

This work is intended to be presented as a talk at the special session71

SS01 coordinated by R. R. Rosa and C. A. Careta.72
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