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Abstract. In autonomous Unmanned Aerial Vehicles (UAVs), the ve-
hicle should be able to manage itself without the control of a human. In
these cases, it is crucial to have a safe and accurate method for estimat-
ing the position of the vehicle. Although GPS is commonly employed in
this task, it is susceptible to failures by different means, such as when
a GPS signal is blocked by the environment or by malicious attacks.
Aiming to fill this gap, new alternative methodologies are arising such as
the ones based on computer vision. This work aims to contribute to the
process of autonomous navigation of UAVs using computer vision. Thus,
it is presented a self-adaptive approach for position estimation able to
change its own configuration for increasing its performance. Results show
that an Artificial Neural Network (ANN) presented the best performance
as an edge detector for pictures with buildings or roads and the Canny
extractor was better at smooth surfaces. Moreover, our self-adaptive ap-
proach as a whole shows gain up to 15% if compared with non-adaptive
methodologies.

Keywords: Unmanned Aerial Vehicles - Computer Vision - Autonomous
Navigation - Self-Adaptive.

1 Introduction

It is undeniable that Unmanned Aerial Vehicles (UAVs) are now part of human
life. Also called drones, the UAVs emerged in 1916 as flying bombs [8]. Today,
different sizes and shapes of drones are built and used for services that encom-
passes inspection, surveillance, environmental monitoring, cargo transportation
and attacks on ground targets [11].

UAVs can be manually and remotely operated by radio control, but can also
be autonomous. When a UAV is autonomous, its control system must be able
to guide and navigate without human intervention. The most common approach
of navigating is using GPS (Global Positioning System), but, given intrinsic
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problems with this system, such as signal failure in GPS denied environments
and malicious attacks, new approaches have been emerging as alternatives, such
as the one based on computer vision [11,1].

In this approach, the information provided by cameras is used to compute the
position of the UAV. Although it has certain advantages, such as low cost, low
weight and low power consumption considering some UAV models, the approach
faces other problems, such as luminosity effects, land coverage and sensor reso-
lution [1]. Within this area, several works propose the use of different method-
ologies and image processing algorithms to safely and correctly compute the
position of the UAV without using GPS. Although some of them propose data
fusion for improving performance, none of them presents the idea of adeptness.

Organisms immersed in dynamic environments may have adaptation as an
essential advantage for their survival. Dynamic operating environments have
characteristics that can not be controlled and that can constantly and quickly
change. In such environments, the need of an organism change its own behavior
may improve its performance. In the scientific literature, this process is called
from different names, such as self-adaptive systems [13], autonomic computing
[10], and Dynamically Reconfigurable Systems (SRDs) [16, 7].

In this sense, this work presents a new self-adaptive methodology for au-
tonomous navigation of UAVs based on computer vision. The approach, called
Machine Learning for Autonomous Unmanned aerial Vehicle via computer Vi-
sion (MLAUVYV), is able to configure itself according to different environments,
choosing the most suitable image processing algorithms.

This paper is structured as follows. Section 2 discusses studies related to
the area of computer vision applied to UAVs. Section 3 presents in detail the
proposed methodology. Section 4 presents the main results and analysis based
on such results. Concluding remarks are in Section 5.

2 Related Work

The research in navigation based on computer vision applied to UAVs has started
in the nineties of the last century [3]. Since then, lots of works have proposed sev-
eral kinds of solutions based on computer vision to solve different kinds of prob-
lems, e.g. obstacle detection, landing and target tracking. Two surveys present
several discussions about computer vision algorithms applied to UAVs [11,1].
Here, the focus will be studies related to pose estimation of UAVs using vision-
based systems.

One way of estimating the position of the UAV is through Simultaneous
Localization And Mapping (SLAM), which aims to build a map of the environ-
ment and, at the same time, estimate the position of the robot. To do that, the
robot should return several times to the starting point in order to reduce drift
errors, which can be a problem when low endurance drones are used in large
environments [15].

Other pose estimation techniques are visual odometry [6,4] and template
matching [20, 15, 3]. The major difference between them is that the former com-



Title Suppressed Due to Excessive Length 3

putes the relative position and the latter the absolute position. The relative
position is calculated based on overlapped images taken by the UAV, while the
absolute position is estimated comparing the UAV image with a reference im-
age (e.g., a satellite image). Below, some papers that use these techniques are
discussed.

In [6], visual odometry and template matching techniques were fused to-
gether in order to reduce error. As the reliability of odometry decreases on large
distances due to small errors caused by relative displacements of successive im-
ages, template matching is used to compensate the error. Besides that, Digital
Elevation Model (DEM) and high resolution images were used as input informa-
tion. The algorithm to perform the matching was Normalized Cross Correlation
(NCC) and Robust-Oriented Hausdorff Measure (ROHM).

Based on the idea of [6], Conte and Doherty use visual odometry and tem-
plate matching as an alternative to GPS [4]. The template matching algorithm
for odometry was the Kanade-Lucas-Tomasi (KLT), a feature extractor-based
method. The template matching is composed by Sobel edge extractor and cross
correlation. Since cross correlation is sensitive to rotation and scale changes, In-
ertial Sensors (INS) onboard the aircraft were fused using Kalman Filter and
used to correct the orientation and scale of the images. In another paper [5], the
authors improve their methodology by changing some algorithms, such as cross
correlation for NCC, and removing Sobel edge extractor before correlation.

In [20], the Phase Correlation (PC) algorithm is tested and compared with
NCC and Mutual Information (MI). The authors claim that the PC algorithm
presents better results due to its illumination-invariant feature, which is able
to ignore the luminance effects between images. The goal of this work is more
related to the advantages of the PC algorithm rather than UAV navigation.

In [3], the authors present a new way to perform the correlation between the
UAV image and the reference image by using Scale Invariant Feature Transform
(SIFT) and RANdom SAmple Consensus (RANSAC). The main advantage of
the SIFT algorithm over cross correlation is its scale and rotation invariance.
Again, the focus of the paper is more related to the problem of matching images
instead of proposing a complete methodology for UAV navigation.

In [14], the authors present a matching algorithm based on class histograms
and classified reference maps. The UAV images are segmented and classified by
a neural network into grass, asphalt, and house. Based on the classified image,
histograms are computed and compared to histograms obtained from the refer-
ence images. The authors claim that the methodology is invariant to rotation
but not to scale and also that the impact of luminosity is reduced.

The Simulated Annealing meta-heuristic is used to enhance the results es-
timated by template matching and INS in [15]. The first is computed using
Zero-mean Normalized Cross Correlation (ZNCC) between a UAV image and a
reference image, and the last is obtained from sensors onboard the aircraft.

All such previous studies do not present a self-adaptive approach to select the
most suitable computer vision algorithms according to environmental conditions.
For example, information given by DEMs will be useless in flat regions, as well
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as optical sensors will not work well during the night. In this sense, this work
proposes a self-adaptive approach, which is able to change the current running
algorithm aiming to increase performance. Although the approach is general and
can be used combining different techniques, in this work the template matching
is explored observing its performance under the change of land covers.

3 Self-adaptive Approach for Autonomous UAV
Navigation

The self-adaptive approach proposed in this work, called MLAUVYV, is based
on Rice’s abstract model for algorithm selection [17]. His model is based on
one question: given a whole set of algorithms, which one will best solve a given
problem under specific circumstances? Thus, five topics, called by Rice “spaces”,
should be used to outline the problem of algorithm selection and hence answer
the proposed question. The relationship between them are shown in Figure 1.
Furthermore, these spaces are here defined in the context of autonomous nav-
igation via computer vision. More specifically, within the context of template
matching based on optical images.

Feature
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Fig. 1. Abstract model proposed by John Rice explaining the problem of algorithm
selection. Adapted from [17].

Problem Space: the set of instances of a problem class. The problem chosen
in this work is to estimate the position (latitude and longitude) during the
flight of the UAV using only template matching. More specifically, the problem
can be stated as finding the correct matching between the reference image and
the captured image. One instance of this problem would be all the information
gathered by the UAV sensors at an instant of time, which include the UAV
image.

Algorithm Space: the set of algorithms that can be used to tackle the
problem. In this paper, the template matching methodology was chosen (see [4,
2]). Thus, two different filters (average and Gauss) and three edge extractors
(Canny [18], Sobel [18] and a Neural Network [2]) were selected to compare their
performances based on the works [4, 2]. To compute the matching, the normalized
cross correlation algorithm was elected.



Title Suppressed Due to Excessive Length 5

Performance Space: the set of possible performance metrics. In this work,
the euclidean distance between the estimated position and the GPS position was
chosen. Figure 2 shows how the error is computed.
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Fig. 2. Error calculation between the position given by the GPS and the position given
by the template matching.

Feature Space: the measurable features that characterize the selected prob-
lem. In the case of autonomous navigation based on computer vision, it can be
divided into some classes, such as environmental conditions, characteristics of
the sensor, attitude of the UAV and land cover, being the latter chosen in this
work. To analyze the type of soil that the UAV was flying over, 8 properties were
extracted from the images: average of the pixels, standard deviation, entropy,
maximum and minimum pixel value, difference between the maximum pixel and
the minimum one, percentage of borders using Canny algorithm and using Sobel
algorithm.

Criteria Space: a set of weights to adjust the relative importance of the
performance metrics. In this work, there is only one performance metric, so this
space is not needed.

Based on Rice’s abstract model, the next step is to test all algorithms to
realize about their performances. Once each algorithm has its own performance
calculated for an instance of the problem (see Performance Mapping in Figure 1),
the Selection Mapping must be able to correctly link a given instance to its best
algorithm. To do that, the use of machine learning techniques is proposed; two
in particular: neural networks and Bayes networks. Finally, the machine learning
techniques can be used to select new instances of the problem maximizing the
performance of the overall system.

Now, the self-adaptive approach can be summarized in Figure 3. In this
work, the features of the problem are properties of the image captured by the
UAV. Based on these properties, an already trained machine learning technique,
which can be a Bayes network or a neural network, is able to decide which
algorithm is better given the current position of the UAV. After the decision,
this approach chooses the best algorithm (filter and edge detector) to estimate
the UAV position.



6 G. Fornari et al.

Image Average
v

Standard deviation

] Entropy
Extract Minimum
features | | Maximum
Mapping — Difference
Selection ' Canny edges
T Sobel edges
. Neural network Machine ‘
. Bayes network |eaming N
.......................... N None
v Filter < Average
Gauss
Select
algorithm Canny
Edge Neural network
¢ extractor | gopel

Reconfiguration

Fig. 3. The MLAUVYV approach based on Rice’s abstract model and machine learning
techniques.

4 Evaluation

In order to verify the proposed self-adaptive methodology, tests using real UAV
flight data were performed. The data used in this work was obtained by an air-
plane and a UAV. The airplane provided the reference image that covers the area
of civil contingency agency in Revinge, Sweden. It depicts an area of approxi-
mately 1 km? and has spatial resolution of 0.5 meters/pizel. The UAV flew in a
portion of the same area, covering a small part of the reference image. The flight
was done by a Yamaha R-MAX at a velocity of 3 m/s at approximately 60 m
above the ground. The camera was fixed in a gimbal and adjusted to point nadir.
The captured images have resolution of 288x360 pixels and spatial resolution of
approximately 0.12 meters/pixzel width and 0.11 meters/pixzel height.

Based on Rice’s model, each image (instance of the problem) has its best
algorithm. Initially, a mapping was done in which each image pointed to a specific
algorithm. The problem was then to train a classifier able to correctly link each
instance to a given algorithm. Then, instead of adopting one algorithm per image,
one algorithm was adopted for a set of images.

Now, Rice’s abstract model (see Section 3) can be applied in order to train
the machine learning techniques again. The only thing that will change is the
performance metric because now it should consider a certain amount of images
instead of only one. It is important to note that the best algorithm will be chosen
for a group of images and not anymore for single ones. It means that the best
algorithm can be one for a single image but another for the entire group. The new
performance metric chosen was the accumulated error, calculated by summing
the error of each separate picture of a given class.

Since the UAV takes pictures while moving, it is expected that the ground
changes over time, e.g., at a first moment, the UAV can be flying over a house
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but later it can be flying over a lake. Based on these changes, the pictures were
grouped.

Four groups were chosen in this work tanking into account the presence of
buildings, roads or none of them. If a picture presents a house or other building,
it is classified in the group “building”. If not, but presents a crossroad, it is
classified as “crossroad”. If the picture neither shows a building nor a crossroad
but if it presents a road, it is classified in the group “road”. If the picture does
not show anything discussed before, it is considered as “smooth”. The images
were chosen based on a visual inspection.

Basically, what was made so far is depicted in Figure 4. First, the error of
each picture for each one of the algorithms was computed (left side of Figure 4).
Besides that, the features were also extracted for each one of the images (right
side of the Figure 4). Both information were placed together in a table. Based on
the table, the accumulated error was calculated for each of the classes discussed
above (building, crossroad, road and smooth).

UAV
images

Algorithms:

filter + edge %

extractor
NS

Rgference Estimate Extract
image position features
v
Compute
error
v h 4
Image Error1 Error2 Feature1 | Feature2
001 5,0 36,5 87,4 6,90
002 5,0 4,6 86,7 6,93
003 47 5,0 88,1 6,95
004 4,6 4,6 87,3 6,99
005 511 43 66,4 7,11
006 414 40 67,2 7,15

A A
Compute || Find best
accumulated error algorithm

Fig. 4. Flowchart depicting the steps developed to elect the best algorithm.
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Table 1 shows the accumulated error for each algorithm. As can be seen, the
best algorithm for the classes building, crossroad and road is the same and is
composed by the average filter and the neural network edge extractor. On the
other hand, the algorithm composed of no filter and the Canny edge extractor
claims to be the best in the class smooth.

Table 1. Accumulated error of the 9 algorithms for each class of images.

Algorithm Accumulated error (m)
Id Filter Edge Building Crossroad Smooth Road
1 |Gauss |Canny 3290 4393 6455 |5047
2 |Gauss |Neural network| 4955 4551 7587 4407
3 |Gauss |Sobel 1495 1066 7708 [4085
4 |Average|Canny 3159 4393 6419 [5043
5 |Average|Neural network| 569 462 6708 |3331
6 |Average|Sobel 1435 1092 7680 [3543
7 |None |Canny 3684 4592 5930 (5129
8 |None |Neural network| 929 985 6882 |3728
9 |None |Sobel 1867 1767 7809 |4210

Based on the results of Table 1, it is possible to choose the best algorithm for
a certain performance metric and to train machine learning techniques. These
steps are depicted in Figure 5. First, the images were splitted according to the
classes defined previously. For each class, the algorithm with best performance,
i.e., with the smallest error was selected. Finally, the classifiers were trained
using the features extracted from the pictures.

In this work, 520 images were selected and grouped into the four classes
described above. The images were splitted into two groups, being the first used
for validation of the classifiers and composed by 30 % of the original amount
of images and the second used for training, being composed by the remaining
amount (70 %). Using only images from the second group, the training was made
through cross correlation for the whole group (70 %), and for 50 % and 30 % of
the original amount of pictures.

The architecture of the Bayes network [12] was built using a genetic algo-
rithm while its conditional probabilities were built with the simple estimator.
Among other configurations, the Multilayer Perceptron (MLP) [9] trained with
21 neurons in the hidden layer presented better accuracy in the classification.
Using the validation set, the hit ratio was calculated and is shown in Table 2.
As it can be seen, in the case of Bayes network the number of hits decreases
when the number of images of the training set grows. As cross validation had
been used here, the explanation is probably the selection of images for training
and validation sets, which was random.

In order to understand the impact of the self-adaptive approach on a path
traveled by the UAV, the steps depicted in Figure 3 were followed. To do that, a
hypothetical route was created using the 30 % of the images not engaged in the
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Fig. 5. Flowchart depicting the training of the classifiers.

Table 2. Percentage of Bayes network and multilayer perceptron hits.

% of hits
Classifier 30% of training 50% of training 70% of training
Bayes network 97.44% 97.44% 95.51%
Multilayer perceptron 98.08% 98.08% 98.08%
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training. The classifiers decided which algorithm should be used for each image
based on its features. The time taken for choosing the algorithm is composed by
the time of classification plus time of feature extraction. Running on a Intel i7
notebook, the time taken to classify one image was approximately 0.03 s. Figure 6
shows the error related to each picture using both classifiers, Bayes network and
MLP, over 4 different terrains. It is interesting to note that, sometimes, due
to incorrect classifications, one classifier has better result than the other (e.g.,
image number 31 of Figure 6).
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Fig. 6. The error related to each image for both classifiers, Bayes network and MLP.
The vertical black line is used split the different image classes.

Observing Figure 6, it is important to notice that the algorithm composed by
average filter and Neural Network edge extractor presented good results when
the land cover has a building or a crossroad. When the surface present only a
road, even choosing the best algorithm (average filter + Neural Network), the
error is too high. The same thing occurs when the surface is smooth.

At this point, it would be interesting to compare the results of the self-
adaptive approach and the non adaptive approach. To do this, the accumulated
error, i.e., the sum of the error of each image, was calculated for all approaches,
as shown in Table 3. When comparing the adaptive approach with the 9 non
adaptive algorithms it is possible to see the improvement of up 15 % of the result.
Besides that, the Bayesian classifier presented a worse performance than the
neural network because it wrongly classified some images (e.g., images number
11 and 12 of Figure 6).
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Table 3. Accumulated error of the 9 algorithms and the adaptive approach.

Algorithm| Filter |Edge extractor |[Accumulated error (m)
1 Gauss Canny 5547
2 Gauss |[Neural network 6502
3 Gauss Sobel 4337
4 Average Canny 5478
5 Average|Neural network 3248
6 Average Sobel 4150
7 None Canny 5614
8 None |[Neural network 3785
9 None Sobel 4706

Adaptive Bayes 70% 3114

Adaptive Perceptron 70% 2776

5 Conclusions

In this work, the MLAUVYV methodology was presented. Based on the original
problem of algorithm selection proposed by John Rice and on machine learning
techniques, the presented methodology aims to automatically chose the best
algorithm within the context of navigation control for UAVs using computer
vision.

To validate this approach, tests were performed using data from a UAV
flight. The data was splitted into classes that took into account characteristics
of the land cover, such as the presence of buildings or roads. For each one of
these classes the best algorithm, composed by a filter and an edge extractor,
was chosen. A MLP and a Bayesian network were trained in order to classify
the images in their respective classes. In the end, the results obtained using the
adaptive approach were compared to the results using non adaptive approaches.
An improvement of 15 % was reached. Furthermore, for the set of images and the
set of algorithms explored in this work, the algorithm composed by average filter
and Neural Network edge extractor was set as the best when the land cover has a
building, a crossroad or a road. When the surface is smooth, the best algorithm
is composed by the Canny edge extractor and no filter.

As future work, four topics will be explored in ore detail. First, new filters
and edge extractors will be added, such as the median filter and partial area
effect [19]. Further work will be done concerning machine learning techniques,
and Support Vectors Machines and Decision Trees are the next goals in this
topic. New performance metrics will also be explored, such as processing time
and memory use of the algorithms. Finally, new tests will be performed using
data from other flights.
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