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Abstract. Time series derived from Earth observation satellite images
have been widely used for land use and cover classification and change
detection. Clustering is a common technique performed to discovery in-
trinsic patterns on time series data sets, by grouping similar time se-
ries together based on a certain similarity measure. This short paper
describes an ongoing work on evaluating distance measures for remote
sensing image time series clustering using Self-Organizing Maps (SOM),
specifically to land use and cover monitoring. We present an experiment
to evaluate three similarity measures, Dynamic Time Warping (DTW),
Euclidean (ED) and Manhattan (MD). In this experiment, we show that
ED and ED are more accurate than DTW for remote sensing image time
series clustering in land use and cover application.
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1 Introduction

Nowadays, the big amount of Earth observation satellite images freely available
has motivated the use of time series analysis for land use and cover classification
and change detection [3]. Time series derived from remote sensing images have
been widely used for detecting agricultural intensification [8], forest disturbance
[4], ecological dynamics [7], and phenological change detection [10].

Clustering is a common technique performed to discovery intrinsic patterns
on time series data sets [1]. Time series clustering is a unsupervised method
that groups similar time series together into homogeneous collections based on
a certain similarity measure. According to Ding et al. [2], the similarity measure
is a key aspect for achieving effectiveness in time series analysis. Time series
represent sequences of values ordered over time. Thus, the distance between
time series needs to be carefully defined in order to reflect the fundamental
similarity of these sequences. Ding et al. [2] evaluated 9 similarity measures and
their variants, testing their effectiveness on 38 time series data sets from different
application domains, and concluded that on small data sets, elastic measures,
e.g. Dynamic Time Warping (DTW), can be significantly more accurate than
Ln-norm, e.g. Euclidean and Manhattan distances.
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This paper presents an ongoing work on evaluating similarity measures for re-
mote sensing image time series clustering using the Self-Organizing Maps (SOM)
neural network [6]. In a previous work, we describe the use of SOM method with
Euclidean distance to assess land use and cover samples and to evaluate which
time series of spectral bands and vegetation indexes are best suitable for the sep-
arability of land use and cover classes [9]. However, more studies are necessary
to evaluate which distance measure has the best accuracy for clustering such
time series using SOM. Thus, in this work, we analyse the SOM method with
three distinct distance measures, the Manhattan distance (MD), the Euclidean
Distance (ED) and the elastic measure DTW. Differently from Ding et al. [2],
our experiment shows that ED and MD distances are more accurate than DTW
for remote sensing image time series clustering in land use and cover application.

2 Similarity measures for time series

Distance metrics aid to identify how the data is similar or dissimilar with each
other. Given two time series x = [x1, . . . , xi, . . . , xn] and y = [y1, . . . , yi, . . . , yn],
the Euclidean distance (ED) between these two time series is:

ED =

√√√√ N∑
i=1

(xi−yi)2 (1)

The Manhattan distance (MD) between these two time series is:

MD =
N∑
i=1

|xi−yi| (2)

The elastic DTW measure aligns similar sequences in time series that match
even if they are out of phase in the time axis [5]. The first step of DTW is to
compute a cost matrix Ψ , n × n, given by the squared distance between each
point of the two time series:

Ψi,j = (xi−yj)2. (3)

From Ψ ,the best matching between two time series can be found, and the an
optimal path that minimizes the cost warping is obtained. The warping path is
a contiguous set of matrix elements that defines a mapping between the time
series:

di,j = Ψi,j+min


di−1,j

di−1,j−1

di,j−1

(4)

Figure 1 shows two time series X and Y . The distance measures between
these two time series are: DTW = 0, ED = 4.242 and MD = 6. We can note that
DTW measure considers that, even though the time series are out of phase in
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time axis, X and Y are matching and the distance between them is zero (DTW
= 0). On the other hand, ED and MD distances reveal a significant difference
between these two time series.

Fig. 1. Time series: X = {1,1,1,4,4,4,4,4,1,1} and Y = {1,1,4,4,4,4,4,1,1,1}. The dis-
tance measures between X and Y are: DTW = 0; ED = 4.242 and MD = 6.

3 Experiment and results

In this work, we performed an experiment using 2115 ground samples located in
the Mato Grosso state, Brazil, as shown in Figure 2. These samples are divided in
nine land cover classes: (1) Forest, (2) Cerrado, (3) Pasture, (4) Soybean-fallow,
(5) Fallow-cotton, (6) Soybean-cotton, (7) Soybean-corn, (8) Soybean-millet, and
(9) Soybean-sunflower. For each sample, we extracted six time series associated
to its location from the MODIS sensor images (MOD13Q1 product) of NASA,
provided every 16 days at 250-meter spatial resolution. The six time series are
the original spectral bands (1) BLUE, (2) RED, (3) Near-Infrared (NIR), and
(4) Mid-Infrared (MIR), and the vegetation indexes (5) Normalized Difference
Vegetation Index (NDVI) and (6) Enhanced Vegetation Index (EVI).

The main goal of this study is to evaluate which distance measure, ED, MD or
DTW, has the best accuracy for clustering the time series of the nine land cover
classes using the SOM method. SOM is an unsupervised neural network suit-
able for time series clustering [6] [1]. It allows mapping from a high-dimensional
space to a low-dimensional space, preserving the data topology while reducing
computational cost. It is composed by input and output layers, where the input
layer is the sample data to be clustered and the output layer is a set of neurons.

To evaluate the separability of the clusters, we performed SOM for each
distance metric combining different time series of spectral bands and vegetation
indices. We tested three combinations: (1) Case I: NVDI and EVI; (2) Case
II: NDVI, EVI, NIR and MIR; (3) Case III: NDVI, EVI, NIR, MIR, RED and
BLUE.
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Fig. 2. Remote sensing image time series associated to land use and cover ground
samples in Mato Grosso state, Brazil.

Figure 3 shows the spectral-temporal patterns and the amplitudes of the
EVI index time series of the ground samples of four land use and cover ground
samples: soybean-corn, soybean-cotton, soybean-sunflower and soybean-millet.
It shows the spectral-temporal patterns of these time series during the Brazilian
crop season that begins at September and spans to August of the next year. We
can observe that these agricultural crops have a very similar spectral-temporal
response. This similarly is due to the plant’s own phenology and to the agricul-
tural calendar of the state of Mato Grosso that relates the planting periods to
the rainy season, and the harvest periods with the dry season.

Table 1 presents the cluster accuracy generated by SOM for each distance
measure and for each set of time series (Cases I, II and II). To generate these
clusters, we created a 2D SOM grid of neurons and initialized their weight vec-
tors randomly. The SOM parameters that we used were: grid size = 25 × 25,
learning rate = 1, and number of iterations = 100. Then, for each time series,
the algorithm finds the 2D grid neuron which has the smallest distance to the
time series, based on its weight vector. After the match, the neuron’s weight
vector and those of its neighbors are then updated. After all time series are as-
sociated with neurons, each neuron is labelled using a majority vote, taking the
most frequent class from the time series associated with it. A neuron labelled as
class X is part of the cluster X. The accuracy of the cluster X is calculated based
on the percentage of time series associated to the class X in neurons labelled as
class X.

We can observe in Table 1 that the best general accuracy is 93% generated
by the Euclidean and Manhattan distances both in Case II, using the time series
NDVI, EVI, NIR and MIR. Because the spectro-temporal patters of the crops
are very similar, as shown in Figure 3, DTW distance can not distinguish them
well and so can not produce clusters with good accuracy.
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Fig. 3. Spectro-temporal patterns of the EVI index time series.

Table 1. Cluster accuracy for each distance measure and for each case (I, II and III)

Euclidean Manhattan DTW
I II III I II III I II III

Cerrado 84 97.3 93.3 92.8 97.2 95.6 88 97.5 98.0
Fallow-Cotton 72.2 85.7 78.9 69 80.9 73.9 66 73.68 76.1
Forest 100 99.3 89.9 99.2 99.2 97.1 98 98.5 96.5
Pasture 92.7 97.3 93.7 94.9 95.9 96.9 92.1 98.9 98.9
Soy-Corn 82.0 84.0 85.4 84.6 84.9 86.5 70.1 74.3 80.2
Soy-Cotton 94.6 95.5 93.5 95.45 97.3 96.82 74.8 85.7 92.0
Soy-Fallow 97.8 100 98.9 100 97.7 100 73.6 88.8 98.9
Soy-Millet 85.5 90.3 88.2 87.5 92.8 88.5 72.2 85.1 100
Soy-Sunflower 77.1 76.9 72.9 73.21 86.0 75.9 - 50 63.2
Accuracy 88.1 93 90 91.2 93 92.9 80.8 88.5 91.1

In Table 1, we can observe that DTW in Case I can not distinguish the crop
Soy-Sunflower from the others. That is, it is not able to create a group or cluster
to represent the Soy-Sunflower crop. The confusion matrix of DTW in Case I is
shown in Table 2 where we can observe the confusion between the classes Soy-
Sunflower (9) and Soy-Corn (5). In this case, the majority of time series of the
Soy-Sunflower class is in the cluster of the class Soy-Corn class.

To perform this experiment, we used the Kohonen R package [11] and ex-
tended it with the DTW distance. The experiment presented in this work shows
that Euclidean and Manhattan distances are more accurate than DTW for re-
mote sensing image time series clustering in land use and cover application.
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Table 2. Confusion Matrix - Case I - DTW

1 2 3 4 5 6 7 8 9
Cerrado 379 0 1 20 0 0 0 0 0
Fallow_Cotton 0 2 0 0 3 19 5 5 0
Forest 8 0 130 0 0 0 0 0 0
Pasture 36 1 1 330 0 0 0 2 0
Soy_Corn 1 0 0 3 289 73 2 30 0
Soy_Cotton 0 0 0 1 33 343 15 7 0
Soy_Fallow 0 0 0 0 0 0 81 7 0
Soy_Millet 2 0 0 4 51 16 6 156 0
Soy_Sunflower 0 0 0 0 36 7 1 9 0
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